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Abstract: The support vector machine (SVM) is a well-known algorithm for binary classification problems. SVM was originally 

developed to classify only two classes. In the real world, most of the applications involve multiclass classification e.g. plant disease 

detection, face detection, plant classification etc. Binary SVM can be extended in different ways for multi-class classification 

problems. This paper provides a survey of different multi-class approaches like One vs. one, one vs. rest, Directed Acyclic Graph 

(DAG) and Error Corrected Output Coding (ECOC). The paper also presents how Multi SVM is effectively used to early detect 

and classify the plant diseases based on plant leaf symptoms. The early detection of plant disease ultimately effects on crop 

production which is the major factor of the Indian economy. 
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I. INTRODUCTION 

Support Vector Machine (SVM) is well known algorithm for 

binary classification. Due to the class separation process, and 

the facilities of kernel space makes SVM a robust and 

powerful tool for the classification in number of applications. 

It is a supervised learning technique. For a data set consisting 

of features set and label set, SVM classifier builds a model to 

predict classes for new samples. 

There are two types of SVM Classifier: 

A) Linear SVM classifier 

B) Non-linear SVM classifier 

In linear classifier, it predicts a straight hyper plane dividing 

two classes. The objective while drawing hyper plane is on 

maximizing the distance from hyper plane to the nearest data  

points of either class. In the real world, dataset is generally 

dispersed up to some extent. For this Vapnik suggested 

creating nonlinear classifiers by applying the kernel trick to 

maximum-margin hyper planes. Figure 1 shows that there are 

a lot of linear hyper planes which can separate the samples, 

but there is only one hyper plane that makes the margin largest 

between the two kinds of sample points. 

 
Figure 1 

 

II. SVM FOR MULTI CLASS CLASSIFICATION 

 

Originally SVM model is a binary classifier, it can be 

extended to solve multi-class classification problems. As the 

applications of binary classification are very limited, different 

methods have been proposed where we construct a multi-class 

classifier by combining several binary classifiers. 

A) One-Against-All (OAA) 

It constructs k SVM models where k is the number of classes. 

The M
Th

 SVM is trained with all of the examples in the M
Th

 

class with positive labels, and all other examples with negative 

labels. Suppose the dataset is to be classified into M classes. 

Therefore, M binary SVM classifiers may be created where 

each classifier is trained to distinguish one class from the 

remaining M-1 classes. For example, class one binary 

classifier is designed to discriminate between class one data 

vectors and the data vectors of the remaining classes. This 

method is also called winner-take-all classification. 

 

B) One-Against-One (OAO) 

It constructs k (k-1)/2 classifiers where each one is trained on 

data from two classes. Hence it is also known as „pair wise 

classification‟. A voting strategy is used after all the k(k-1)/2 

classifiers are trained to make a final decision, and this 

strategy is called max-win strategy . 

 

C) Error Correcting Output Code (ECOC) 

The concept of Error- Correcting Output Coding (ECOC) 

based multi-class method is to apply binary (two-class) 

classifiers to solve the multi-class classification problems. 

This approach works by converting M class classification 

problem into a large number L of 2-class classification 

problems. ECOC assigns a unique code word to a class instead 

of assigning each class a label. A (L, M, d) error correcting 

code is a L bit long, having C unique code words with a 

Hamming distance of d. The hamming distance between two 

code words is the number of bit positions in which both 
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differs. In a classification problem M is the number of classes 

and L is a number decided by the method used to generate 

error-correcting codes. Several methods such as Hadamard 

Matrix codes, BCH codes, random codes and exhaustive codes 

are proposed to generate error correcting codes. 

D) Directed Acyclic Graph Support Vector Machines 

(DAGSVM) 

The training phase of this algorithm is the same as the one 

against- one method by solving k(k - 1)/2 binary SVMs. And  

in the testing phase, it uses a rooted binary directed acyclic 

graph which has k(k - 1)/2 internal nodes and k leaves. Each 

node is a binary SVM of ith and jth classes. Given a test 

sample x, starting at the root node, the binary decision 

function is evaluated. Then it moves to either left or right 

depending on the output value. Therefore, we go through a 

path before reaching a leaf node which indicates the predicted 

class. 

 

III. MULTI CLASS SVM FOR PLANT DISEASE 

DETECTION AND CLASSIFICATION 

 

In India, the main source of income is from agriculture. Due to 

this reason, the disease detection in plants plays an important 

role in agriculture field. If disease is detected earlier a proper 

action can be taken. The existing methods for plant disease 

detection system are naked eye observation   by domain 

experts. It needs a large team of experts and even they cost 

high for large farms. Also the experts are not available on time 

at remote location. Hence it needs automatic plant disease 

detection and classification simply by seeing the symptoms on 

the plants leaves. This automatic disease detection system will 

take less time, less efforts and even very economical in 

detecting and classifying plant disease based on leaf 

symptoms. 

 

Methodology: The methodology of proposed work is shown 

in the block diagram and contains five stages. 

 

Image Acquisition 

Devices like digital camera are used to capture images of leafs 

of different types. Both diseased leaf images and fewer 

healthy leaf images are taken in order to train the system and 

also to test the system. 

 

Preprocessing of Image 

Images that are taken contain noise. Hence Image 

preprocessing is done to remove the noise. This step is 

important because it improves the effectiveness of subsequent 

tasks like feature extraction.  

 

 

Image Segmentation 

During image segmentation, the given image is separated into 

a homogeneous region based on certain features. Larger data 

sets are put together into clusters of smaller and similar data 

sets using clustering method 

 

Classification 

The last step in the proposed method is classification of plant 

diseases based on leaf samples. The multi class SVM classifier 

is used to identify classes. Support Vector Machine (SVM) 

classifier is one of the dominant classification algorithms and 

gives better accuracy than other classification algorithms.  

 
Figure block Diagram for Proposed System 

The binary classifier which makes use of the hyper-plane 

which is also called as the decision boundary between two of 

the classes is called as Support Vector machine (SVM). Some 

of the problems of pattern recognition like texture 

classification make use of SVM. Mapping of nonlinear input 

data to the linear data provides good classification in high 

dimensional space in SVM. The marginal distance is 

maximized between different classes by SVM. Different 

kernels are used to divide the classes. SVM is basically binary 

classifier which determines the hyper plane in dividing two 

classes. The boundary is maximized between the hyper plane 

and the two classes. The samples that are nearest to the margin 

will be selected in determining the hyper plane are called as 

support vectors.The last step in the proposed method is 

classification of plant diseases based on leaf samples. The 

multi class SVM classifier is used to identify classes. Support 

Vector Machine (SVM) classifier is one of the dominant 

classification algorithm and gives better accuracy than other 

classification algorithms. The SVM creates the optimal hyper 
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plane dividing 2 classes. The hyper plane having the largest 

distance to the nearest data point of either class is considered 

as good separation. The nearest samples to the margin are 

chosen for deciding the hyper planes are called as support 

vectors. Basically the SVM was used for two-class problems. 

However, in real world it is more often to found the problems 

with multiple classes. In these situations, SVM can be 

extended from binary classifier to multi   classifier with k 

classes. This extended form is known as Multi class SVM (m-

SVM). 

 

IV. CONCLUSION 

 

This review paper discusses the contributions of multiclass 

Support Vector Machine (SVM) in the field of Agriculture. 

The most important characteristic of multi-class SVM is its 

ability to generalize well even with a small dataset. The 

selection of the feature extraction method and preprocessing 

of the data provide a higher contribution in the classification 

result. Early detection in plant disease is very important as it 

directly effects on crop productivity. A proper care can be 

taken if disease is detected as early as possible. Expertise are 

not always available and even they are costly. Hence the 

proposed method is very efficient, 
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