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Abstract:-- X-ray screening for breast cancer is an important public health initiative in the management of a leading cause of death 

for women. However, screening is expensive if mammograms are required to be manually assessed by radiologists. Moreover it is 

subjected to perception and interpretation errors. Automated mammogram classification is promising however relies on the 

identification of image features that enhance classification accuracies. Features that represent the shape of a tumour have been 

found to be useful for breast cancer detection using mammographic images. Existing shape feature computation methods are 

computationally expensive and strongly dependent upon algorithms that can segment an image to localize a region of interest likely 

to contain the tumour. In this paper, we apply a novel feature extraction technique called Pixel N-grams inspired from character 

N-gram model in text categorization for classification of shape images. Experiments on a dataset constructed for the purpose, 

demonstrate that the Pixel N-gram features achieve promising shape classification results irrespective of the size and location of the 

shape in an image without segmentation. These features also achieve excellent classification accuracy for images of varying 

resolution. Further, Pixel N-gram features are computationally less complex to generate paving the way for mammogram 

classification on low resource computers. 

 

Index Terms:-- Breast cancer, Classification, Mammograms, Pixel, N-grams, Shape. 

   

 
I. INTRODUCTION 

    

  Early detection of breast cancer is widely 

practiced by screening mammograms for abnormalities [1]. 

However, the detection of lesions is a difficult and time 

consuming task for radiologists. Computer algorithms for 

the interpretation of mammographic images can enhance 

the productivity of radiologists and reduce the cost of 

breast screening initiatives. Abnormalities/lesions visible 

in mammograms are mainly characterized by shape and 

texture [2]. Automated breast cancer detection can be cast 

as an image classification problem using features based on 

shape and texture. 

 

 Shape feature extraction techniques including 

Zernike moments [2] and texture feature extraction 

techniques such as histogram, co-occurrence matrix [3] and 

local binary patterns [4] have been used for 

mammographic classification. These features are known as 

low level image features and are global image features that 

generally fail to distinguish between local variations within 

an image. 

 

 To capture the local variations in an image a Bag-

of-Visual-Words (BoVW) model has been advanced[5]. 

This model originated from the Bag-of-Words (BoW) 

model in the text retrieval domain. Recent studies on image 

classification have shown that use of Bag-of-Visual-Words 

(BoVW) model for image representation provide better 

classification results than the existing low level features 

such as colour, texture and shape [6]. However, the 

limitations of this approach are: firstly the spatial 

relationships between the visual words are not represented; 

secondly, the algorithms are complex and thirdly, BoVW 

are prone to noisy words. 

 

 In recent years, representation known as the 

character N-gram model has become more commonly used 

in text classification than BoW models for languages such 

as Chinese, which lack specific word boundaries [7]. 

Character N-grams are sequences of N consecutive letters 

in a sentence. For example, the 3-grams in the phrase “this 

dog” are “thi, his, is_d, s_d, _do, dog”; the four grams are 

“this, his_,is_d, s_do, _dog”. Inspired from the character 

N-grams in text a novel image representation model called 

„Pixel N-grams‟ is proposed for mammographic 

classification [8]. 

 

 In the Pixel N-gram model, the Gray scale 

intensity values of N consecutive pixels in an image are 

considered so that the image can be represented using 

frequency of occurrence of each Pixel N-gram present in 

an image. The advantage of the Pixel N-gram approach 

over BoVW approach is that firstly, the algorithms are 

computationally simple; secondly, spatial relationships are 

taken into account and thirdly, information is not lost in the 

vocabulary construction process. The preliminary results of 

Pixel N-grams approach for mammographic classification 
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are promising [9]. It has been demonstrated in our earlier 

work [10] that the Pixel N-grams perform well at 

classifying texture images. 

 

 This article reports on the application of the Pixel 

N-grams model to the detection of predefined shapes in an 

image, regardless of the size or location of the shapes. This 

is motivated by the observations that lesions in a 

mammogram can be of different sizes and located at 

different locations in an image. Moreover, the 

mammographic images taken at different hospitals may 

have varying resolutions. A model that classifies 

mammograms containing lesions of various shapes and 

sizes regardless of image resolution, from those that do not 

contain lesions will potentially lead to classification 

systems that are clinically useful in practice. 

Mammography is a proven method for early detection of 

breast cancer however the manual analysis of screening 

mammograms is expensive and is subjected to perception 

and interpretation errors [11]. Algorithms that accurately 

and sensitively classify mammograms for abnormalities 

while executing with minimal computational resources are 

challenging. 

 

 This paper reports on the extent to which 

classification using pixel N-grams is independent of size 

and location of a shape in an image. Further, verification of 

the resolution independency of these features is also 

important. For simplicity, a database of binary images 

consisting of three basic shapes (circle, square, triangle) of 

different sizes, locations and resolutions has been 

constructed for the experiments. The rest of the paper is 

organized as follows. Section II describes relevant 

literature in the area of shape classification and 

mammographic classification, Pixel N-grams features are 

briefly explained in section III, the experimental setup is 

elaborated in section IV, the results are discussed in section 

V and section VI and section VII concludes the paper. 

 

II. LITERATURE REVIEW 

 

 Computing a shape feature consistent with human 

perception is very difficult. The literature shows that the 

shape feature computation can be classified broadly into 

main two categories: 1) Contour based methods and 2) 

Region based methods [12]. Contour based methods are 

based on the shape boundary points whereas the region 

based methods are based on a shape‟s interior points. 

Another way to classify shape features is according to the 

processing approaches. The following are some of the 

commonly used approaches: 

 Shape signature by 1-D function. e.g. curvature 

function, area function etc. 

 Polynomial approximation (merging or splitting). 

 Spatial interrelation – e.g. principal axis, 

bounding box, chain code 

 Moments- e.g. Zernike moments 

 Shape transform- e.g. Fourier, wavelet, R-

transform 

 

 Shape signatures are computationally simple, 

however are sensitive to noise [13]; whereas, polygon 

approximation eliminates noise and leads to simplification 

of shapes. Polygon approximation is normally used as a 

preprocessing step [14]. Spatial interrelation describe the 

region or contour by using geometric features such as 

curvature, area, location, and length. This model provides 

compact and meaningful features. Bounding box and chain 

code are some of the examples of this model. Bounding 

box is invariant to scaling, rotation and translation and is 

also robust to noise [15]. A boundary or region can also be 

described using moments. 

 

 The concept of moment is originated from 

physics. Although, moment features are translation and 

rotation invariant, noise sensitivity and information 

redundancy are two major drawbacks [16]. Though 

Zernike moments [17], which are robust to noise are an 

exception, however at the cost of computational 

complexity. Use of signal processing algorithms such as 

Fourier transform, wavelet transform, R-transform have 

also been used to represent shapes in an image. Using these 

transforms a shape description with different accuracy and 

efficiency can be achieved by choosing the number of 

transform coefficients. Other advantages of signal 

processing methods for shape description include high 

robustness to noise and the great coherence with human 

perception [18]. However, these transformations are also 

computationally resource intensive. 

 

 Abnormalities in mammograms are mainly 

characterised by shape and texture of a lesion [2]. Zernike 

moments [17] can be seen to represent the shape of the 

calcification in [2]. Spherical wavelet transforms is used 

for classification of masses into benign and malignant 

categories in [19] and found to work better than the 

discrete wavelet transform features [19]. Comparison of 
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wavelet and curvelet features for classification of 

mammograms is found in [20] and the results suggest that 

the curvelet transform outperformed the wavelet transform. 

Similarly, the application of Fourier transform for 

mammographic classification was reported in [21]. 

Statistical techniques such as histogram [22] and Grey 

level Co-occurrence Matrix (GLCM) features [23] have 

been used for mass classification in mammograms. 

However, the disadvantage of GLCM is that they are 

computationally expensive. Local binary patterns are used 

in combination with Haralick‟s texture features and Haar 

wavelet features and found to be very effective for 

mammograms classification [24]. The main problem with 

the above stated shape descriptors is that they are 

computationally complex and need good segmentation 

algorithms to localise the lesion site. Furthermore, all these 

texture and shape features are known as low level image 

features and represent global image features. These 

features fail to distinguish between local pattern variations 

across an image. 

 

 A recent approach inspired from Bag-of-Words 

models in the text retrieval context has been put forward 

for image classification [25] [26]. This technique provides 

the visual analogy of a word by vector quantizing the local 

descriptors. The BoVW approach has been found to be 

more successful than low level image features such as 

colour, texture and shape [27]. However, it faces three 

main limitations: firstly, spatial relations between visual 

words are ignored; secondly, computational complexity is 

very high and thirdly, noisy words are resulted due to 

coarseness of vocabulary construction process. 

 

 To overcome some of the drawbacks of the 

existing techniques, Pixel N-grams has been proposed for 

mammographic lesion classification [8]. This technique is 

inspired from the character N-gram concept in text 

retrieval. In this technique an image is represented with the 

help of histogram of occurrence of pixel N-grams in an 

image. The main advantage of this technique is that the 

algorithms are simple and computationally inexpensive. 

Other advantages include: spatial relationships between 

various pixels are considered and information is not lost in 

the vocabulary construction process. The preliminary 

mammographic classification results using Pixel N-grams 

are quite promising [9]. The work in [28] demonstrates that 

these features show improved classification performance as 

compared to co-occurrence matrix features and are almost 

seven times faster to compute. The Pixel N-grams also 

show improved texture classification results as compared 

to the state of the art BoVW approach [10]. A more 

exhaustive review on the computer aided detection of 

breast cancer can be found in [29]. Pixel N-gram technique 

is described briefly in section III below. 

 

III. PIXEL N-GRAMS 

 

 Pixel N-grams are inspired from the character N-

gram concept in the text categorization or retrieval domain. 

The detailed explanation of the technique can be found in 

[9]. In text retrieval context, essentially, a character N-

gram is a sequence of N consecutive characters in a 

sentence. Character N-grams have been very useful and 

efficient for text categorization in languages such as 

Chinese [30], which do not have specific word boundaries. 

Similarly, images are formed by bunch of pixels and it is 

very difficult to find visual word boundaries for an image. 

Character N-grams are language independent, robust to 

grammatical errors and do not require any text pre-

processing (tokenizer, lemmatizer) or other NLP tools [30]. 

Furthermore, the character N-gram algorithms are very 

simple and require minimal computational resources. 

 

 Therefore, we infer that the application of a 

character N-gram model for image representation (Pixel N-

grams) would be effective for image classification 

applications. However, use of the character N-gram model 

for images is not straightforward. While text documents 

have a single spatial direction, images are two dimensional 

and the sequence of pixels can be obtained in different 

orientations (vertical, horizontal or at diagonals). Deciding 

the right direction to interpret a given N-gram is also a 

challenging task. Additional thing to consider in case of an 

image is the effect of rotation. Pixel N-grams are the 

sequence of N consecutive gray level pixels in an image. 

As opposed to text, an N-gram with the same order but 

different orientation may refer to the same pattern in an 

image. 

 
Fig 1: Sliding window for 3-gram calculation 
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 Fig 1 shows the sliding window for calculating 3-

gram features in a horizontal and vertical direction for a 

binary image of square shape. Similarly, the N-grams can 

be considered in diagonal direction as well. For a binary 

image the total number of possible 3-grams in one 

direction is 23 = 8. 

 

IV. EXPERIMENTAL SETUP 

 

A. Dataset and Materials 

 A dataset of binary images consisting of three 

basic shapes (circle, triangle, square) was prepared for the 

experiments. The shapes were constructed as solid white 

on black background so that the impact of size and location 

only on classification accuracy could be examined. Three 

shapes, square, triangle and circle were selected because 

these are geometrically diverse and are basic. 

Classification results with simple, basic shapes of different 

sizes and locations can act to provide a baseline for more 

complex shapes. 

 For each shape, 80 images of different sizes and 

shape locations were created. For the first experiment all 

images were of size 512 × 512 pixels. For the second 

experiment, dataset consists of images of shapes (circle, 

square, triangle) with 10 different resolutions. Fig 2 shows 

some of the sample images from this dataset. All the 

classification experiments were conducted using Weka 3.6 

data mining software developed at University of Waikato 

[31]. The machine used for experiments has i5-4210U 

CPU @2.90GHz PC with windows 10 (64 bit) operating 

system. 

 

 
Fig 2: Shape database of binary images 

The Multilayer Perceptron (MLP) Classifier in the Weka 

suite was used for classification and the generalization was 

estimated using leave one out cross-validation resampling. 

 

B. Experiment 1 Shape and Location Invariance 

 In this experiment the 3-gram features in 

horizontal as well as vertical direction as described in the 

section III are computed for the images with different sized 

shapes and different locations of shapes in the dataset. The 

decision to consider 3-gram features is taken empirically 

by trying various values of N (2, 3, 4, 5). The images are 

binary and contain only two gray levels (black is 

considered 0 and white is considered 1). Therefore, we get 

the following N-grams for the shape images: 000, 001, 

010, 100, 110, 011, 111. These frequency counts of each 

N-gram are then normalized so that they fall in the 0 to 1 

range and used as inputs to the MLP classifier. For 

comparison of results, two other techniques were used for 

classification under the same setup: 1) histogram features, 

2) co-occurrence matrix features (Contrast, Correlation, 

Energy, Homogeneity). 

 

C. Experiment 2 Resolution Invariance 

 This experiment is conducted to check if the pixel 

N-grams features are able to classify different shapes under 

varying resolution of images. As mentioned in section III 

earlier, 3-gram features in horizontal and vertical directions 

are computed for the images of different resolutions in the 

dataset. Classification is performed using MLP classifier. 

Again the results are compared against two well-known 

existing techniques namely: 1) histogram and 2) co-

occurrence matrix (Contrast, Correlation, Energy, 

Homogeneity). 

 

V. RESULTS 

 

 Table I shows classification results for the 

experiment 1 and Table II shows results of the experiment 

2. Both the tables list comparison of the proposed 

technique with the commonly used existing techniques 

(histogram and co-occurrence matrix features. The 

evaluation is performed based on three parameters 

(precision, recall and classification accuracy). 
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Table I: Shape classification (different size and location) 

 
Table II: Classification under varying resolution 

 
 

VI. DISCUSSION 

 

 Results depicted in Table I demonstrate that the 

pixel N-gram features are able to clearly distinguish 

between various basic shapes (100% accuracy, precision 

and recall). The fact that the change in size and location of 

the shape in an image has no effect on the classification 

accuracy is potentially very useful for mammographic 

lesion classification as well as various other image 

classification and retrieval applications. Moreover, 

classification accuracy is compared with the existing 

techniques such as histogram and co-occurrence matrix 

features. It is observed that the classification accuracy is 

considerably better than these two existing techniques 

(100% as compared to 87.9% and 66.67%). Further, the 

precision with pixel N-grams is observed to be 100% as 

compared to 89% and 50%, whereas the recall rate is also 

found to be 100% as compared to 87% and 67% of the 

existing techniques.  

 

 Experiment 2 demonstrates that pixel N-gram 

features are good at classifying shapes irrespective of the 

resolution of the images. Thus these features can be used to 

build resolution independent classification systems. The 

classification accuracy resulted with pixel N-gram features 

is 90% as opposed to 80% of the histogram and 36.37% of 

the co-occurrence matrix features. Moreover, the precision 

(90.9% as compared to 80.2% and 36.4%) and recall 

(100% as compared to 80% and 36.7%) has been observed 

to be far better than these existing techniques.  

 

 The pixel N-gram features have been computed 

without segmentation algorithms so potentially by-passes 

challenges associated with segmenting images. As has 

been illustrated previously, N-gram features have been 

found to be seven times faster to compute than the co-

occurrence matrix features [28].  

 

VII. CONCLUSION AND FUTURE WORK 
 

 An important characteristic useful for breast 

cancer detection and classification is the shape of a lesion. 

In this study, novel Pixel N-gram features have been used 

for basic shape (circle, square, triangle) classification using 

a MLP classifier. Experiments clearly demonstrate that the 

pixel N-gram features can distinguish between various 

basic shapes irrespective of the size and location of the 

shape in an image. Additionally, these features can classify 

various shapes regardless of the resolution of an image. 

The classification results are significantly better than the 

existing histogram or co-occurrence matrix features.  

Above all, the Pixel N-gram features are simple and 

warrant reduction in computational complexity. The 

observations are promising but are limited by the use of a 

database of simple, basic shapes. Breast cancer lesions 

have texture and shape as two important distinguishing 

characteristics and are far from simple. Future work aims 

to incorporate experiments using more complex shapes and 

using benchmark database. Also, investigation of 

robustness of Pixel N-gram features to noise would be 

included in the future work.  
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