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Abstract— The future performance of stock markets is an essential factor for portfolio creation. With the advancement of machine 

learning techniques, new possibilities have opened up for incorporating prediction concepts into portfolio selection. The paper proposes 

a hybrid approach, involving machine learning algorithms for stock return prediction and a mean-VaR model for portfolio selection, as 

a unique portfolio construction technique. Two machine learning regression models, XGBoost and linear regression, are used for stock 

prediction, and a novel optimizer, Grey Wolf optimizer, is employed for parameter optimization with both XGBoost and linear regression. 

The results show that the mean-VaR model with linear regression prediction produces better results than the mean-VaR model with 

XGBoost prediction. 
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I. INTRODUCTION 

Investment is defined as the investment of money in order 

to obtain additional or specific benefits in exchange for 

money. The investment has a risk that the investor must bear 

in addition to the benefits (returns). The higher the expected 

rate of return for an investor, the greater the risk to be covered 

by the investor. By forming an appropriate portfolio, the level 

of risk can be minimised at a certain rate of stock portfolio 

expectations.[1]. As a result, stock portfolio optimization is 

critical in determining investment portfolio strategies for 

investors. 

Portfolio optimization is the process of finding the optimal 

combination of assets to maximize return while minimizing 

risk. It is a multi-objective optimization problem studied by 

researchers, investors and fund managers to achieve the best 

possible outcome. An optimal portfolio optimization model 

can help investors to achieve their desired returns with a 

lower amount of risk [2]. 

The Markowitz mean–variance model is the cornerstone of 

contemporary portfolio theory, seeking to maximize portfolio 

returns while minimizing investment risk[3]. This model 

produces an efficient frontier, which reveals a portfolio that 

reduces overall risk for a given expected return. To address 

the drawbacks of the MV model, various other models have 

been developed, mean-semi-variance model [4], mean 

absolute deviation model[5], mean semi-absolute deviation 

models [6]. 

In recent years, machine learning has been increasingly 

used in portfolio optimization in quantitative finance. The 

traditional Markowitz Model (MV Model) uses historical 

data to determine the optimal portfolio, but lacks predictive 

capabilities. Thus, machine learning algorithms have been 

employed to predict returns and volatility for future 

investments[7]. To maximize profits, investors must consider 

multiple aspects when making decisions in the stock market, 

and the incorporation of stock price prediction methods into 

portfolio optimization could prove beneficial. 

In the machine learning domain, there are various 

ensemble learning algorithms that are used to reduce 

prediction bias and variance, thus increasing predictive 

performance beyond those of a single algorithm [8]. These 

algorithms include AdaBoost[9], GBDT, and XGBoost [10] 

which has been gaining much attention for its low 

computational complexity, high prediction accuracy, and 

remarkable efficiency. XGBoost is an improved GBDT, 

composed of multiple decision trees, and is used for both 

classification and regression. Recently, XGBoost has been 

implemented for forecasting in the financial sector. 

This paper presents a unique portfolio construction 

technique that combines machine learning algorithms for 

stock return prediction and a mean–VaR (value-at-risk) 

model for portfolio selection. Extreme Gradient Boosting 

(XGBoost) and linear regression are used to forecast stock 

values for the upcoming period and Grey Wolf optimizer is 

used to optimize the hyperparameters of the XGBoost and 

linear regression. In the first stage, stocks with the most 

potential returns are chosen. Moving on, the mean–VaR 

portfolio optimization model is applied for portfolio selection 

in the second stage. 

II. LITERATURE REVIEW 

Ta [11] highlighted how machine learning can be used for 

quantitative trading, employing linear regression and support 

vector regression for stock movement forecasting. 

Optimization strategies were applied to maximize gains and 

minimize risks. Both prediction models proved successful in 

the short-term, with linear regression proving more accurate 
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and profitable. Including technical indicators in the dataset 

improved prediction accuracy. 

Chen [12] introduced a new portfolio construction process 

that combined machine learning for stock prediction and 

mean–variance (MV) model portfolio selection. The hybrid 

model had two stages: the first employed a combination of 

Extreme Gradient Boosting (XGBoost) and an improved 

firefly algorithm (IFA) to predict future stock prices. The IFA 

was used to fine-tune the XGBoost's hyperparameters. In the 

second stage, stocks with higher potential returns were 

identified, and the MV model was used for portfolio selection. 

Experiments on the Shanghai Stock Exchange showed that 

the proposed method outperformed traditional methods 

(without stock prediction) and benchmarking in terms of 

returns and risks. 

Sharma [13] suggested a hybrid deep learning method, 

DBRNN, for predicting portfolio returns, optimized using the 

hybrid meta-heuristic algorithm HH-DHO(Harris 

Hawks-Deer Hunting Optimization). The combination of 

standard algorithms was seen to be more successful than 

regular algorithms. With the predicted information, the 

HH-DHO algorithm was used to select companies with high 

returns. The results of the analysis showed that the proposed 

method was better than existing methods and benchmarks in 

terms of returns and risks. 

[14]proposed a hybrid machine learning model combining 

R-CNN-BiLSTM and MV for predicting future stock closing 

prices and forming an optimal portfolio. The study addressed 

the gap in existing literature by proposing a new approach for 

portfolio formation and utilizing robust input for machine 

learning training. Three LSTM-based machine learning 

models were used for comparison, and the method included a 

stock selection process to guarantee the quality of stock 

inputs. 

[15] used Support Vector Machine (SVM) for stock price 

prediction and MV model for portfolio selection, selecting 85 

active companies out of 450 listed on Tehran Stock Exchange. 

MOGWO and NSGA II were used for optimization in the 

MV model. The results showed that MOGWO algorithm had 

a higher return rate of 133.13% with a risk of 3.346%, as 

compared to the portfolio return of 107.73% and risk of 

1.459% obtained from the NSGA-II algorithm. Comparison 

of the solutions indicated that MOGWO algorithm was more 

effective in stock portfolio optimization than NSGA-II. 

[16] proposed a novel portfolio optimization model based 

on prediction, using AE for feature extraction and a LSTM 

network for stock return prediction. The worst-case omega 

model was used to construct the portfolio optimization model 

using predicted and historical returns. Empirical results 

showed that the proposed model had better performance than 

an equally weighted portfolio and achieved a satisfactory 

return even after deducting transaction fees. 

[17] proposed a hybrid approach combining machine 

learning algorithms and a mean-VaR portfolio selection 

model for constructing portfolios. Regression models such as 

Random Forest, XGBoost, AdaBoost, SVR, KNN, and ANN 

were used to forecast stock values, while the mean-VaR 

model was used for portfolio selection. The research sample 

included datasets from the Bombay Stock Exchange, Tokyo 

Stock Exchange, and Shanghai Stock Exchange. It was found 

that the mean-VaR model with AdaBoost prediction had a 

better performance than other models. 

III. PREDICTION MODELS 

a) XGBoost (Extreme Gradient Boosting) 

XGBoost is a distributed gradient boosting toolkit that has 

been tuned for performance[18]. It uses a recursive binary 

partitioning strategy to obtain the optimal model by choosing 

the best partition at each step. XGBoost’s tree-based nature 

makes it insensitive to outliers, and like many boosting 

methods, it is resistant to overfitting, which makes model 

selection much easier[19]. Eq. (1) depicts the XGBoost 

model’s regularized objective at the 𝑡𝑡ℎ training step, where 

𝑙(𝑦(𝑡)
𝑝𝑟𝑒𝑑

, 𝑦𝑎𝑐𝑡) denotes the loss, which refers to calculating 

the difference between the simulated value 𝑦(𝑡)
𝑝𝑟𝑒𝑑

 and the 

associated ground truth 𝑦𝑎𝑐𝑡 . 

𝐿(𝑡) = ∑  𝑙 (𝑦(𝑡)
𝑝𝑟𝑒𝑑

, 𝑦𝑎𝑐𝑡)𝑖 + ∑ Ω(𝑓𝑘)𝑘           (1) 

Where Ω(𝑓𝑘) = ΥΤ +
1

2
𝜆||𝜔||2 represents the complexity 

of the kth tree, in which Τ signifies the number of leaves and 

||𝜔||2 specifies the ℓ2 norm of all leaf scores for training 

examples. When searching the tree, the parameters 𝛾  and 

𝜆 regulate the degree of conservatism. 

The tuned parameters for XGBoost are n-rounds (to 

determine a maximum number of iterations), max-depth (to 

control the depth of the tree), learning rate, and gamma (to 

control regularization to prevent overfitting). 

b) Mean-VaR portfolio optimization model 

Suppose there are 𝑛 ≥ 2 number of risky assets that the 

investor decides to invest for a fixed time period Τ. Suppose 

𝑟𝑖  represents the asset’s return rate 𝑖. Then the expected rate 

of return of the asset 𝑖 is given by 

 𝜇𝑖 =
1

Τ
∑ 𝑟𝑖𝑡

𝑛
𝑡=1 .                      (2) 

Let 𝑥𝑖 be the proportion of the wealth invested in asset 𝑖 in 

such a way that ∑ 𝑥𝑖
𝑛
𝑖=1 = 1.[20]  

Then the rate of return of the portfolio is 

 
𝑟 𝑝

= ∑ 𝑟𝑖
𝑛
𝑖=1 𝑥𝑖                                     (3)  

The expected return of the portfolio is 

 𝜇𝑝 = ∑ 𝜇𝑖
𝑛
𝑖=1 𝑥𝑖                                              (4) 

And the variance of the portfolio is 

 𝜎𝑝
2 = ∑ ∑ 𝜎𝑖𝑗

𝑛
𝑗=1

𝑛
𝑖=1 𝑥𝑖𝑥𝑗.                                   (5) 

Further, the definition for VaR of the portfolio is provided 

as follows: 

https://www.sciencedirect.com/topics/computer-science/binary-partitioning
https://www.sciencedirect.com/topics/computer-science/binary-partitioning
https://www.sciencedirect.com/science/article/pii/S0952197623000271#fd2
https://www.sciencedirect.com/topics/engineering/regularization
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Definition 

Let 𝛽∗ be the 𝛽-quantile of standard normal distribution, 𝛽 

∈(0.5,1]. [21]Then, for a fixed period of time, the portfolio’s 

VaR may therefore be expressed as follows: 

𝑉𝑎𝑅 = 𝛽∗𝜎𝑝 − 𝜇𝑝  = 𝛽∗√∑ ∑ 𝜎𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1 𝑥𝑖𝑥𝑗 − ∑ 𝜇𝑖𝑥𝑖

𝑛
𝑖=1   

 (6) 

This paper has considered the mean–VaR portfolio 

optimization model, which is adapted from (Sheng et al., 

2012). Following is the mean–VaR portfolio optimization 

problem. 

Min 𝑉𝑎𝑅 = 𝛽∗√∑ ∑ 𝜎𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1 𝑥𝑖𝑥𝑗 − ∑ 𝜇𝑖𝑥𝑖

𝑛
𝑖=1 .     (7) 

Subject to  ∑ 𝜇𝑖𝑥𝑖
𝑛
𝑖=1 = 𝜇𝑓𝑖𝑥,                              (A) 

∑ 𝑥𝑖
𝑛
𝑖=1 = 1; 0 ≤ 𝑥𝑖 < 1 ∀ 𝑖 = 1,2,3… . . , 𝑛.          (B) 

This mean–VaR model is constructed by allying VaR as a 

risk measure to the mean–variance portfolio optimization 

model. In the model, the objective is to minimize the VaR of 

the portfolio. Meanwhile, as presented in constraints (A), (B), 

the investor wants that the expected return of the portfolio 

must achieve the preset minimum expected return value 𝜇𝑓𝑖𝑥, 

and the investment proportion 𝑥𝑖 must sum to one. 

c) Linear Regression 

Linear Regression is a supervised machine learning 

algorithm used for regression tasks[22]. It is used to predict a 

target value based on independent variables. It is often used 

to determine the relationship between variables and 

forecasting. The dependent variable in regression can be 

referred to as an outcome variable, criterion variable, 

endogenous variable, or regressand, while the independent 

variables can be called exogenous variables, predictor 

variables, or regressors. To create a regression model, a set of 

X and Y values are used to learn a function, which can then 

be used to predict Y from an unknown X. The Y value is 

referred to as the Criterion Variable and the X value is 

referred to as the Predictor Variable. 

Hypothesis function for linear regression 

𝑦 = 𝜃1 + 𝜃2 ∙ 𝑥 

The model gets the best regression fit line by finding the 

best 𝜃1and 𝜃2 values. 

𝜃1: intercept, 𝜃2: coefficient of x. 

Once we find the best 𝜃2 and 𝜃2 values, we get the best fit 

line. So when we are finally using our model for prediction, it 

will predict the value of y for the input value of x. [11] 

Cost Function: By achieving the best fit regression line, 

the model aims to predict y value such that the error 

difference between predicted value and true value is 

minimum. So, it is very important to update the 𝜃1and 𝜃2 

values, to reach the best value that minimize the error 

between predicted y value and actual y value. 

Minimize         
1

𝑛
∑ (𝑦𝑝𝑟𝑒𝑑 − 𝑦𝑎𝑐𝑡)

2𝑛
𝑖=1             (8) 

𝐽 =
1

𝑛
∑ (𝑦𝑝𝑟𝑒𝑑 − 𝑦𝑎𝑐𝑡)

2𝑛
𝑖=1      (Cost Function)  (9) 

d) Grey Wolf Optimizer 

Grey Wolf Optimizer (GWO) is an optimization algorithm 

that is based on the leadership hierarchy and hunting 

mechanism of grey wolves[15]. It was developed to solve 

optimization problems in a wide range of fields, including 

portfolio optimization. GWO has been found to be suitable 

for optimization problems that have multiple local optima 

and large search spaces. It uses multiple leaders and follows 

the same hunting and exploration strategy used by grey 

wolves to search for prey. It has been proven to be an 

effective and efficient portfolio optimization algorithm. 

The mathematical model of encircling behaviour is 

modelled as: 

�⃗⃗�  = |𝐶 ∙ 𝑋𝑝
⃗⃗ ⃗⃗   − 𝑋(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  |                                 (10) 

𝑋 (t+1) = |𝑋𝑝
⃗⃗ ⃗⃗  (t) − 𝐴 ∙ �⃗⃗� |                            (11) 

Where t= current iterations.   𝑋𝑝
⃗⃗ ⃗⃗  = position vector of the 

prey. 𝑋 =position vector of Grey wolf. 𝐴 ,𝐶  are coefficient 

vectors. 

𝐴 ,𝐶  vectors are calculated as  

𝐴 = 2 ∙ 𝑎 ∙ 𝑟1⃗⃗⃗  − 𝑎                                               (12) 

𝐶 = 2 ∙ 𝑟2⃗⃗  ⃗         

where  𝑟1⃗⃗⃗⃗ , 𝑟2⃗⃗  ⃗ are random vectors in [0,1] and component 

𝑎  is linearly decrease from 2 to 0 over the course of iterations. 

Hunting: 

In each iteration, omega wolves update their positions in 

accordance with the positions α, β, and δ because α, β, and δ 

have better knowledge about the potential location of prey. 

 𝐷𝛼
⃗⃗⃗⃗  ⃗ = |𝐶1 ∙ 𝑋𝛼

⃗⃗ ⃗⃗  − 𝑋(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  |                            (13) 

𝐷𝛽
⃗⃗ ⃗⃗  = |𝐶2 ∙ 𝑋𝛽

⃗⃗ ⃗⃗  − 𝑋(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  |                            (14) 

𝐷𝛿
⃗⃗ ⃗⃗  = |𝐶3 ∙ 𝑋𝛿

⃗⃗ ⃗⃗  − 𝑋(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  |                            (15) 

𝑋𝛼
⃗⃗ ⃗⃗  , 𝑋𝛽

⃗⃗ ⃗⃗  , 𝑋𝛿
⃗⃗ ⃗⃗   are position vectors of 𝛼, 𝛽, 𝛿. 

𝑋1
⃗⃗⃗⃗ = |𝑋𝛼

⃗⃗ ⃗⃗  − 𝐴1 ∙ 𝐷𝛼
⃗⃗⃗⃗  ⃗|                            (16) 

𝑋2
⃗⃗⃗⃗ = |𝑋𝛽

⃗⃗ ⃗⃗  − 𝐴2 ∙ 𝐷𝛽
⃗⃗ ⃗⃗  |                            (17) 

𝑋3
⃗⃗⃗⃗ = |𝑋𝛿

⃗⃗ ⃗⃗  − 𝐴3 ∙ 𝐷𝛿
⃗⃗ ⃗⃗  |                            (18) 

 𝐶1, 𝐶2, 𝐶3, 𝐴1, 𝐴2, 𝐴3 are the coefficient vectors. 

𝑋 (𝑡 + 1) = (𝑋1
⃗⃗⃗⃗ + 𝑋2

⃗⃗⃗⃗ + 𝑋3
⃗⃗⃗⃗ )/3                   (19) 

IV. METHODOLOGY 

Investors in the financial market typically seek to construct 

an optimal investment portfolio with the greatest return 

potential and least amount of risk. To achieve this, the 

primary focus of this paper is on selecting stocks which have 

the highest returns in order to build a portfolio from a 

https://www.sciencedirect.com/topics/engineering/standard-normal-distribution
https://www.sciencedirect.com/science/article/pii/S0952197623000271#b58
https://www.sciencedirect.com/science/article/pii/S0952197623000271#b58
https://www.sciencedirect.com/science/article/pii/S0952197623000271#fd14
https://www.sciencedirect.com/science/article/pii/S0952197623000271#fd15


      ISSN (Online) 2456 -1304 

International Journal of Science, Engineering and Management (IJSEM) 

Vol 10, Issue 6, June 2023 

35 

predictive perspective. This strategy involves two stages: 

 Stock return prediction: For stock return prediction, 

machine learning regression techniques such as 

XGBoost and linear regression are taken into 

consideration. To assess the accuracy of the models, one 

metric, root-mean-squared error, is utilized in this work. 

Stocks with superior performance obtained from 

various models are taken into account for the 

subsequent stage. 

 Portfolio optimization: The objective of this phase is 

to ascertain the proportion of wealth that is allocated to 

each stock. To achieve this, the mean–VaR model is 

employed, with top-performing stocks identified from 

different models to construct the asset allocation of the 

portfolio.  

 
Working flowchart of methodology used 

V. RESULTS 

In this paper one-year stock data of 10 random companies 

namely AAPL, ADBE, C, DIS, F, MSFT, MS, GME, TSLA 

and AMZN was taken from Yahoo Finance( from 1/1/2021 to 

15/9/2022 ) to test the efficiency of our model. Two machine 

learning models, linear regression and XGBoost were used 

for stock prediction. Further Grey Wolf Optimizer was used 

to reduce the Mean Squared Error in both XGBoost and 

Linear Regression models. As a result, it is found that the 

Linear Regression model with GWO is more efficient than 

the XGBoost model with GWO. Further Mean-VaR model 

was applied for portfolio selection and obtained a return of 

112%, a VaR of 3.99% at 5% confidence level, and a 

standard deviation of 2.35%. Based on the ranking of the 

stocks, an optimized portfolio can be formed with a 

consideration of both the return and risk measure. 

Comparison of Mean squared error using XGBoost and 

Linear Regression: 

Company XGBoost XGBoost+GWO 
Linear 

Regressor+GWO 

AAPL 0.2122 0.4040 0.1201 

ADBE 7.7876 7.2932 1.4306× 10−25 

C 0.4562 0.4399 0.1288 

DIS 0.5911 0.5781 1.08508× 10−16 

F 0.0317 0.0441 0.01067 

MSFT 1.9247 1.8429 0.9673 

MS 0.6110 1.2702 0.2933 

GME 0.5234 0.4843 9.4487× 10−23 

TSLA 2.5891 3.1026 6.63510× 10−17 

AMZN 0.5431 0.3145 2.4024× 10−20 

VI. CONCLUSION AND DISCUSSION 

Investors need an effective strategy in order to make sound 

financial decisions in the current market. This practice can 

motivate them to invest their capital into the financial 

markets and optimize their investments efficiently. To aid in 

making more profitable and wise decisions, machine learning 

algorithms have become essential tools, particularly when it 

comes to investing in the financial market. This paper 

presents the fundamentals of portfolio optimization in terms 

of stock prediction and stock selection. In the experiment, 

both linear regression and XGBoost (Extreme Gradient 

Boosting) models are used to predict the stock price. The 

results showed that both regression prediction models were 

effective in prediction with high accuracy on average. The 

linear regression model with the optimizer GWO (Grey Wolf 

Optimizer) performed better than XGBoost regression model 

with GWO. This experiment was conducted to check the 

efficiency of the model. With the suggested models, this 

work may help with portfolio optimization to get better 

results by increasing the objective functions and applying 

them to larger data sets. 
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