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Abstract:  - In this paper, exhibiting and examining about the encircling, effective recognition and following of an item 

progressively utilizing shading range and pixels of caught picture as parameter. An item identifying and following calculation is 

created to breaking down the movement of article. A following calculation is produced with a specific end goal to break down the 

movement of item is disarranged or not.  

In this paper, are contrasting 3 shading channels for various shading and investigation shading ranges. RGB shading 

channel, Pixel Channel shading channel and Euclidean shading channel which has the points of interest that it can be utilized as a 

part of element pictures. We change over the shading picture into dark, since it is anything but difficult to handle the dim picture 

in single Color rather than multi hues since time preparing of dim pictures is less. This seeking assignment likewise contains a 

discourse for a quick technique for recognizing the vicinity of known multi-shaded articles in a scene. Programmed object 

following are done in a few stages. The progressions of item following and discovery are picture catching, picture preparing, time 

arrangement extraction and investigation. Foundation subtraction is real issue in article following's calculations and channels. 

They are utilized to track and distinguish diverse shading and think about their outcomes in various foundations. 

 

Index Terms— Color-based detection, Channel filter, Color filter, Euclidean filtering, Gray scaling, Contour tracking 

 

 
I. INTRODUCTION 

Following can be characterized as the issue of 

evaluating the direction of an item in the picture plane as it 

moves around a scene. The requirement for high power 

PCs, the accessibility of high caliber and economical 

camcorders, and the expanding requirement for robotized 

video investigation has created a lot of enthusiasm for 

article following calculations. There are three key strides in 

video examination, location of fascinating moving items, 

following of such questions from casing to outline, and 

investigation of article tracks to perceive their conduct. In 

its easiest structure, following can be characterized as the 

issue of evaluating direction of an item in the picture plane 

as it moves around a scene. Our fundamental point is to 

track the ongoing moving articles in various video outlines 

with the assistance of a proposed calculation. Middle 

sifting is a non-straight operation frequently utilized as a 

part of picture handling to diminish clamor. A middle 

channel is more viable than convolution when the objective 

is at the same time decrease clamors and safeguard edges. 

Taking after strides for shading based article following-: 

 

VIDEO  

Video is a source that joins an arrangement of 

casings to frame a moving picture or we can say video is a 

recording of moving visual pictures. There is less time 

interim between edges we can utilize numerous 

observation framework to catch the video, for example, 

advanced camera, CCTV Camera, other electronic gear. 

These all gear is utilized for the nearby perception of 

article and for security reason. Further we extricate the 

casings from the recordings for the nitty gritty 

investigation of the substance in the succession of pictures. 

We contrast every casing and the successor outline for the 

location and following of item utilizing distinctive systems 

and methods.  

 
BACKGROUND SUBTRACTION 

Foundation subtraction is a widely utilized 

strategy for recognizing moving articles in recordings from 

static cameras. Foundation subtraction technique is 

fundamentally utilized for the frontal area recognition. 

Where the frontal area is extricated for the further 

preparing, for example, clamor evacuation, morphology 

and so forth  
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COLOR-BASED CLASSIFICATION 

In the casing groupings, shading is generally 

consistent under perspective changes and it is anything but 

difficult to create. Albeit shading is not generally relevant 

as the individual method for recognizing and following 

items, yet for the calculation shading is an attractive 

component for accomplishment when suitable. To 

recognize and track human or whatever other item 

progressively shading histogram based procedure is 

utilized. Gaussian Mixture Model is made to characterize 

the shading conveyance inside of the grouping of edges 

and to fragment the casings into foundation and objects. 

 
II. LITERATURE REVIEW 

 

We overview the diverse strategies for following 

items from article identification and strategy identified 

with article following, particularly approaches that perform 

shading based following. An article required to be 

followed before acknowledgment, yet questions likewise 

mandatory to be distinguished before followed. Following 

items can be perplexing because of various issues. 

Actually, a portion of the issues are engendered from item 

identification. 

 

Tang et al. [1] proposed a multichannel edge 

improving channel (MEEF) taking into account the vector 

middle for upgrading corrupted edges in shading pictures. 

In the proposed approach, a data multichannel sign is 

separated with three sub-channels. The last yield is dictated 

by looking at the yields of the sub-channels and their 

vector middle. 

 

Plataniotis et al. [2] proposed a versatile closest 

neighbor multichannel channel to manage the issue of 

clamor constriction for multichannel information. The 

channel uses adaptively decided information subordinate 

coefficients taking into account a novel separation measure 

including both vector directional sifting with vector size 

separating.  

 

R. Cucchiara et al. [3] proposed Sakbot 

framework which is a strong and productive identification 

methods in view of factual and learning based foundation 

up and utilize HSV shading data for shadow concealment. 

The technique able to manage luminance condition 

changes (e.g. lights, day hours and shadows), restricted and 

high recurrence camera movements (e.g. vibrations and 

wind), foundation changes (e.g. still questions) and 

different moving item's velocity.  

 

P. Discoverer [4] is a surely understood technique, 

this system demonstrated pixel shading difference utilizing 

multivariate Gaussian.  

S. J. McKenna et al. [5, 6] then performed a 

following at three levels of reflection (i.e. locales, 

individuals and gatherings) to followed individuals through 

common impediments as they frame amasses and isolate 

from each other. Shading data (i.e. shading histogram and 

Gaussian blend model) is utilized to disambiguate 

impediments and to give estimation of profundity 

requesting and position amid impediment  

 

T. Boult et al. [7] introduced a framework which 

observing noncooperative and disguised targets, is 

proposed for visual observation space particularly 

controlled outside environment (e.g. parking areas and 

college grounds) with low complexities targets moving in 

changing situations.  

 

Hydra [8] basically is an expansion of W4 which 

created by University of Maryland. Yet, both 

methodologies not utilizing shading signals for following.  

 

AJ. Lipton et al. [9], utilizing shape and shading 

data to distinguish and track numerous items and vehicles 

in a messed scene and screen exercises over a substantial 

region and expanded timeframes. On the other hand, these 

routines required confused count or costly computational 

force, in this manner we proposed object identification and 

following to recognize objects show up in the scene in light 

of shading data.  

 

Lucchese et al. [10-12]. The methodology is 

focused on encoding the chromatic and colorless substance 

of a shading picture in various ways. The chromatic 

substance is encoded in the CIE chromaticity facilitates. 

The colorless substance is encoded as a CIE tristimulus 

esteem. The hues in the chromatic part are added by surely 

understood focal point of gravity law of added substance 

shading blends and separated as needs be. The colorless 

substance is prepared with customary direct or nonlinear 

sifting plans.  

 

S. Saravanakumar et al.[13] different human item 

following methodology is utilized which taking into 

account movement estimation and location, foundation 

subtraction, shadow evacuation and impediment 

identification. Video groupings have been caught in the 

research facility and tried with the proposed calculation. 

The calculation works proficiently in the occasion of 

impediment in the video arrangements.  

 

R. Zhang et al. [14] proposed following 

calculation in view of versatile foundation subtraction 
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about the video identifying and following moving items is 

introduced in this paper. Firstly, middle channel is utilized 

to accomplish the foundation picture of the video and 

denoise the arrangement of video. At that point versatile 

foundation subtraction calculation is utilized to distinguish 

and track the moving articles. The reenactment results by 

MATLAB demonstrate that the versatile foundation 

subtraction is valuable in both distinguishing and following 

moving questions, and foundation subtraction calculation 

runs all the more rapidly. K.Srinivasan et al. [15] 

endeavors to discover subtracting so as to move articles the 

foundation pictures from static single camera video 

arrangements in security frameworks. It means to enhance 

the foundation subtraction strategies for indoor video 

reconnaissance applications. The novel programmed limit 

redesigning (ATU) calculation is additionally created and 

tried for different indoor video arrangements which give 

better effectiveness. The measurable and transient 

differencing strategies are likewise displayed. At long last, 

novel methodology is contrasted and the current systems.  

R. S. Rakibe et al. [16] presents another calculation for 

recognizing moving items from a static foundation scene to 

distinguish moving article in light of foundation 

subtraction. Dependable foundation upgrading model is set 

up in light of measurable. After that, morphological 

separating is started to evacuate the commotion and tackle 

the foundation intrusion trouble. Finally, form projection 

investigation is consolidated with the shape examination to 

evacuate the impact of shadow; the moving human bodies 

are precisely and dependably recognized. The examination 

results demonstrate that the proposed system runs quickly, 

precisely and fits for the simultaneous recognition. 

 

III. PROPOSED ALGORITHM 

 

It is more suitable to clarify the entire framework 

with the assistance of a square outline. The complete 

square graph of the entire framework is appeared in Fig. 1. 

High determination camera is joined with PC in 

the framework, for example, webcam. Camera sends 

pictures to the PC all the while. At first Euclidean shading 

separating of every picture is finished. In this procedure the 

moving item body shading is kept in picture and other 

shading is sifted. Hence the body shade of the moving item 

is offered first to the framework. At that point dim scaling 

of the picture is done we change over the shading picture 

into dark, since it is anything but difficult to handle the dim 

picture in single shading rather than three hues. Dark 

pictures requires less time in handling. At last settling of 

the picture is performed. From these separating forms, 

shading picture turns out to be completely high contrast 

picture. Presently position identification turns out to be 

simple. The moving article is secured by shape and showed 

in the PC. In this way following of moving article is 

finished. The position at each moment is put away in PC 

memory for further preparing. Two neighboring edges as 

for time are looked at. At that point the way of item is 

resolved. The way of article is shown in the screen. 

 
Figure 1: Operation process of filter 

 

Shape following: Computer Vision toolset 

normally gives some form investigation instruments, which 

can be utilized to concentrate forms from a double picture, 

to coordinate a form against a layout form, and so on. 

Form investigation can be useful in diminishing 

conceivable identification hopefuls when the objective 

articles are straightforward shapes, for example, rectangles, 

circles or ovals.  

An item after shading examination can be sent to 

shape separating calculation. Shape investigation depends 

on the parallel picture (veil picture) yield of shading 

thresholding. Form coordinating calculations generally 

take as data two shapes and yield a genuine number 

demonstrating the degree to what they coordinate. An edge 

can be put on this number to discount questions whose 

forms are too far from the needed shape. Shape 

calculations don't utilize sliding window, accordingly is 

much quicker than calculations that are performed in a 

sliding window way. 

 

IV. METHODOLOGY 

 

Here to examine the riotous nature in movement 

of living creatures, we have managed just with Hurst type 

and Lyapunov example. The Hurst example is a factual 

measure used to group time arrangement. H=0.5 shows an 
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arbitrary arrangement while H>0.5 demonstrates a pattern 

strengthening arrangement. The bigger the H quality is the 

more grounded pattern. The Hurst type gives a measure to 

long haul memory and fractality of a period arrangement. 

Once more, we have realized that, H is specifically 

identified with fractal measurement (FD), such that FD=2-

H. The estimations of the Hurst example differ somewhere 

around 0 and 1, with higher qualities showing a smoother 

pattern, less instability, and less harshness. To ascertain the 

Hurst type, one must gauge the reliance of the rescaled 

range on the time compass n of perception. A period 

arrangement of full length N is separated into various 

shorter time arrangement of length n = N, N/2, N/4… The 

normal rescaled reach is then ascertained for every 

estimation of n.For a (halfway) time arrangement of length 

n, X=X1, X2… Xn, the rescaled extent is computed as 

takes after:  

 

The mean is computed from   =         
                       

(1)                                               

Then a mean-adjusted series is created as represented in     

(2). 

   =    −  ;   = 1,2,3, … .                                                  

(2) 

The cumulative deviate series Z is then calculated from (3). 

 

   =      =1   = 1,2, … ,                                                      

(3) 

The range of R is computed from (4). 

 

R (n) =max ( 1,2, …    )-min ( 1, 2, …    )                  

(4) 

The standard deviation S is computed from (5) 

 

      
 

 
         

 

   

 

                                                                                           

(5) 

The rescaled range R (n) / S (n) and average over all the 

partial time series of length n is calculated from (6). 

 

E
    

    
=Cn

h 

                                                                                                                  
(6)                                                                           

The standard test for turmoil is figuring of the biggest 

Lyapunov example. A positive biggest Lyapunov type 

demonstrates confusion. If there should be an occurrence 

of ongoing article following, we have managed three sorts 

of fishes in our work. 

V. RESULTS AND ANALYSIS 

1. Pixel Channel Filter: 

The channel sifting channel is all that much like 

the shading separating. It works in RGB shading space, 

however does sifting of not whole pixels, but rather their 

RGB values. This implies pixel itself may not be separated 

(will be kept), but rather one of its RGB qualities might be 

sifted on the off chance that they are inside/outside of 

indicated reach range.. 

2. For Orange Color Detection 

 
Figure 2: For orange color (Pixel Filter) 

In frame 1
st
 object is detecting clearly then after 

detection framing is done with rectangular box tracking 

which makes a framing of object is frame 2
nd

. In third 

framing Hue is appearing in third screen and background is 

not subtracting clearly.   

 

3. For Blue Color Detection 

 
Figure 3: For blue color (Pixel Filter) 

 

1
st
 framing is detecting and tracking the object in 

real time environment and tracking is done with the help of 

rectangular frame in 2
nd

 frame and again hue is generating 

in 3
rd

 frame or background is not subtracting properly. 
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Drawbacks of the channel filter are minimized by using the 

RGB color filter for the optimum results. 

4. RGB color filter for orange color 

1
st
 frame is detecting object, 2

nd
 frame is detecting 

only that mentioned color using framing of that particular 

color after that detection of object it is clearly subtracting 

the object of framing with other object with the help of 

mentioned color and 4
th

 framing is used for describing the 

motion of that moving color object. 

 

 
Figure 4: For orange color (RGB Filter) 

 

5. For Blue Color 

For different color again the procedure is same and 

framing is done for blue color and 3
rd

 frame is subtracting 

all the color except blue color and the movement of the 

object of blue color is shown in frame 4
th

. 

 

 
Figure 5: For blue color (RGB Filter) 

 

6. For Green Color 

For different color again the procedure is same 

and framing is done for green color and 3
rd

 frame is 

subtracting all the color except blue color and the 

movement of the object of green color is shown in frame 

4
th 

 

 
Figure 6: For green color (RGB Filter) 

 

7. For Red Color 

For different color again the procedure is same 

and framing is done for blue color and 3
rd

 frame is 

subtracting all the color except red color and the movement 

of the object of red color is shown in frame 4
th

 

 

 
 

Figure 7: For Red color (RGB Filter) 

 

This filter is giving better result comparing with 

channel filter but the subtracted images capturing and to 

enhance the features of this filter we introduced Euclidean 

color filter and compared result of both filter with 

Euclidean filter results as described below. 

 

8. Euclidean Color Filter 

The different colors are being tracked and detect by 

the help of range using background subtraction. So for the 

background subtraction and color filtering we use 
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Euclidian color filter. Euclidean filter is mainly used for 

color filtering so that the colored picture is being converted 

into gray scale with the help of it. As a result first we have 

chosen many colors for the detection using background 

subtraction in real time environment and we used 720 HD 

web camera of Dell this camera is used because   

In figure 8 for orange color detection,  there are four 

frames which are separated from each other and 1
st
 frame 

is used for the capturing real time objects ,  In 2
nd

 frame the 

object is framed according to the targeted color ,3
rd

 frame 

is showing the targeted image of the captured object with 

background subtraction using gray scale and range.  Range 

of orange color detection is 179. 

 

The color detection depends on the wavelength of 

the color and is being varied here according to its range. 

 

 
 

Figure 8: Orange color detection windows at 

range 179 

 

In figure 9 for brown color detection,  there are 

four frames which are separated from each other and 1
st
 

frame is used for the capturing real time objects ,  In 2
nd

 

frame the object is framed according to the targeted color 

,3
rd

 frame is showing the targeted image of the captured 

object with background subtraction using gray scale and 

range.  Range of orange color detection is 106. 

 

 
Figure 9: Brown color detection windows at range 106 

 

In figure 10 for Blue color detection,  there are 

four frames which are separated from each other and 1
st
 

frame is used for the capturing real time objects ,  In 2
nd

 

frame the object is framed according to the targeted color 

,3
rd

 frame is showing the targeted image of the captured 

object with background subtraction using gray scale and 

range.  Range of orange color detection is 105. 

 
Figure 10: Blue color detection windows at range 105 

 

In figure 11 for Green color detection,  there are 

four frames which are separated from each other and 1
st
 

frame is used for the capturing real time objects ,  In 2
nd

 

frame the object is framed according to the targeted color 

,3
rd

 frame is showing the targeted image of the captured 

object with background subtraction using gray scale and 

range.  Range of orange color detection is 252.     

 
 

Figure 11: Green color detection windows at range 252 

 

In figure 12  for Maroon color detection,  there are 

four frames which are separated from each other and 1
st
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frame is used for the capturing real time objects ,  In 2
nd

 

frame the object is framed according to the targeted color 

,3
rd

 frame is showing the targeted image of the captured 

object with background subtraction using gray scale and 

range.  Range of orange color detection is 90 

 
Figure 12: Maroon color detection windows at range 90 

 

In figure 13 for Grey color detection,  there are 

four frames which are separated from each other and 1
st
 

frame is used for the capturing real time objects ,  In 2
nd

 

frame the object is framed according to the targeted color 

,3
rd

 frame is showing the targeted image of the captured 

object with background subtraction using gray scale and 

range.  Range of orange color detection is 197. 

 

 
 

Figure 13: Grey color detection windows at range 197 

In figure 14 for white color detection,  there are 

four frames which are separated from each other and 1
st
 

frame is used for the capturing real time objects ,  In 2
nd

 

frame the object is framed according to the targeted color 

,3
rd

 frame is showing the targeted image of the captured 

object with background subtraction using gray scale and 

range.  Range of orange color detection is 120. 

 
 

Figure 14: White color detection windows at range 120 

 

Table shows the colors and its corresponding 

ranges to track and detected particular colors. 

 

 
 

Table 1: Colors and ranges of color (Euclidean Filter) 

 

S.No. Color Range 

A Orange 179 

B Brown 106 

C Blue 105 

D Green 252 

E Maroon 90 

F Grey 197 

G White 120 
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Table 2: Ranges of color on RGB color Filter 

 

S.No. Color Range 

1.  Orange  120 

2.  Blue  72 

3.  Green 120 

4.  Red 120 

 

Table 5.4: Ranges of color on Pixel color Filter 

 

S.No. Color Range 

1.  Orange 120 

2.  Blue 120 

 

VI. CONCLUSION 

 

As the entire situation is all that much occupied 

on working of item following progressively protest 

detection. We had seen in past that the numerical 

instruments like mat lab is being utilized by numerous 

researchers however they are not performing continuous 

following example live identification of article. So that’s 

why we utilized C# programming as a part of visual 

essential this product is all that much valuable 

continuously tracking. And this distinguished article is 

sifted here utilizing three channels and in the wake of 

looking at we understand that Euclidean channel filter is 

best among all which is all that much accommodating in 

separating the items from live following with foundation 

subtraction.  

 

REFERENCES 

 
[1] K. Tang, J. Astola, and Y. Neuvo, “Multichannel Edge 

Enhancement in Color Image Processing,” IEEE 

Transactions on Circuits and Systems for Video 

Technology, vol. 4, no. 5, pp. 468-479, 1994. 

 

[2] K. N. Plataniotis, S. Vinayagamoorthy, D. Androutsos, 

and A. N. Venetsanopoulos, “An Adaptive Nearest 

Neighbor Multichannel Filter,” IEEE Transactions on 

Circuits and Systems for Video Technology, vol. 6, 

no. 6, pp. 699-703, 1996. 

 

[3] R. Cucchiara, C. Grana, G. Neri, M. Piccardi and A. 

Prati, “The Sakbot system for moving object detection 

and tracking,” Video-based Surveillance Systems-

Computer vision and Distributed Processing, pp. 145-

157, 2001. 

[4] C. Wren, A. Azarbayejani, T. Darrell, A. Pentl, 

“Pfinder: Real-time tracking of the human body,” In 

IEEE Trans. Pattern Analysis and Machine Intelligent, 

vol. 19, no. 7, pp. 780-785. 

 

[5] S. J. McKenna, S. Jabri, Z. Duric, A. Rosenfeld and H. 

Wechsler, “Tracking group of people,” Comput. Vis. 

Image Understanding, vol. 80, no. 1, pp. 42-56, 2000. 

 

[6] S. J. McKenna, S. Jabri, Z. Duric and H. Wechsler, 

“Tracking interacting people,” Dept. of Applied 

Computing, University of Dundee, Scotland, 1999. 

 

[7] T. E. Boult, R. J. Micheals, X. Gao and M. Eckmann, 

“Into the woods: Visual surveillance of 

noncooperative and camouflaged targets in complex 

outdoor settings,” In Proc IEEE, IEEE Press, vol. 89, 

no. 10, 2001, pp. 1382-1402. 

 

[8] Haritaoglu, D. Harwood, and L. S. Davis, “W4: Real-

time surveillance of people and their activities,”In 

IEEE Trans. Pattern Analysis and Machine Intelligent, 

vol. 22, no. 8, 2000, pp. 809- 30. 

 

[9] A. Lipton, H. Fujiyoshi and R. Patil, “Moving target 

classification and tracking from real-time video,” In 

DARPA Image Understanding Workshop, pp. 129-

136, November 1998. 

 

[10] L. Lucchese and S. K. Mitra, “A New Class of 

Chromatic Filters for Color Image Processing: Theory 

and Applications,” IEEE Transactions on Image 

Processing, vol. 13, no. 4, pp. 534-548, 2004. 

 

[11] L. Lucchese and S. K. Mitra, “Color segmentation 

based on separate anisotropic diffusion of chromatic 

and achromatic channels,” in Proc. Inst. Elect. Eng. 

Vision, Image, and Signal Processing, vol. 148, no. 3, 

2001, pp. 141-150. 

 

[12] L. Lucchese and S. K. Mitra, “A new method for 

denoising color images,” in Proc. 2002 Int. Conf. 

Image Processing (ICIP 2002), vol. VII, 2002, pp. 

373-376. 

 

[13] Saravanakumar, S.; Vadivel, A.; Saneem Ahmed, 

C.G., "Multiple human object tracking using 

background subtraction and shadow removal 

techniques," Signal and Image Processing (ICSIP), 

2010 International Conference on , vol., no., pp.79,84, 

15-17 Dec. 2010 



 

 

International Journal of Engineering Research in Electrical  and Electronic 

Engineering (IJEREEE) Vol 2, Issue 3, March 2016 
   

 

                                                        All Rights Reserved © 2016 IJEREEE                                                                        32 

 

 

[14] Ruolin Zhang, Jian Ding, “Object Tracking and 

Detecting Based on Adaptive Background 

Subtraction”, International Workshop on Information 

and Electronics Engineering, 2012, 1351-1355. 

 

[15] K.Srinivasan, K.Porkumaran, G.Sainarayanan, 

“Improved Background Subtraction Techniques For 

Security In Video Applications” 

 

[16] Rupali S.Rakibe, Bharati D.Patil, “Background 

Subtraction Algorithm Based Human Motion 

Detection”,International Journal of Scientific and 

Research Publications, May 2013 

 

[17] Mr. Joshan Athanesious J; Mr. Suresh P, 

”Implementation and Comparison of Kernel and 

Silhouette Based Object Tracking”, International 

Journal of Advanced Research in Computer 

Engineering & Technology, March 2013, pp 1298-

1303 

 

[18] J.Joshan Athanesious, P.Suresh, “Systematic Survey 

on Object Tracking Methods in Video”,International 

Journal of Advanced Research in Computer 

Engineering & Technology (IJARCET) October 2012, 

242-247 

 

[19] Sen-Ching S. Cheung and Chandrika Kamath, “Robust 

techniques for background subtraction in urban traffic 

video” 

 

[20] Greg Welch, Gary Bishop,” An introduction to the 

Kalman Filter”, In University of North Carolina at 

Chapel Hill, Department of Computer Science. Tech. 

Rep. 95-041, July-2006. 

 

[21] Rahul Mishra, Mahesh K. Chouhan, Dr. Dhiiraj 

Nitnawwre, “Multiple Object Tracking by Kernel 

Based Centroid Method for Improve Localization”, 

International Journal of Advanced Research in 

Computer Science and Software Engineering, July-

2012, pp 137-140 

 

[22] Hitesh A Patel, Darshak G Thakore,“Moving Object 

Tracking Using Kalman Filter”, International Journal 

of Computer Science and Mobile Computing,April 

2013, pg.326 – 332 

 

[23] Abhishek Kumar Chauhan, Prashant Krishan, 

“Moving Object Tracking Using Gaussian Mixture 

Model And Optical Flow”, International Journal of 

Advanced Research in Computer Science and 

Software Engineering, April 2013 

 

[24] M.Sankari, C. Meena, “Estimation of Dynamic 

Background and Object Detection in Noisy Visual 

Surveillance”, International Journal of Advanced 

Computer Science and Applications, 2011, 77-83 

 

[25] Cheng-Laing Lai; Kai-Wei Lin, "Automatic path 

modeling by image processing techniques," Machine 

Learning and Cybernetics (ICMLC), 2010 

International Conference on , vol.5, no., pp.2589,2594, 

11-14 July 2010 

 


