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Abstract— Multi-View Video summarization is a process to ease the storage consumption that facilitates organized storage, and 

perform other mainline videos analytical task. This in-turn helps quick search or browse and retrieve the video data with minimum time 

and without losing crucial data. In static video summarization, there is less challenge in time and sequence issues to rearrange the 

video-synopsis. The low-level features are easy to compute and retrieve. But for high-level features like event detection, emotion 

detection, object recognition, face detection, gesture detection, and others requires the comprehension of the video content. This research 

is to propose an approach to over- come the difficulties in handling the high-level features. The distinguishable contents from the videos 

are identified by object detection and feature-based area strategy. The major aspect of the proposed solution is to retrieve the attributes of 

a motion source from a video frame. By dividing the details of the object that are available in the video frame wavelet decomposition are 

achieved. The motion frequency scoring method records the time of motions in the video. The frequency motion feature of video usage is 

a challenge given the continuous change of objects shape. Therefore, the object position and corner points are spotted using Speeded Up 

Robust Features (SURF) feature points. Support vector machine clustering extracts keyframes. The memory-based re- current neural 

network (RNN) recognizes the object in the video frame and remembers a long sequence. RNN is an artificial neural network where 

nodes form a temporal relationship. The attention layer in the proposed RNN network extracts the details about the objects in motion. 

The motion objects identified using the three video clippings is finally summarized using video summarization algorithm. To perform the 

simulation, MATLAB R 2014b software was used. 
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I. INTRODUCTION 

Multi-view summarization has gained much traction as in 

today’s video summarization era. As in real- time, there is 

always more than a single camera in surveillance. This 

approach also helps to build a framework with a few limited 

classes for classification and obtain high accuracy scores for 

the desired object detection in your video summary. The 

low-level visual key attributes such as colour, texture and 

motions form the prime fea- tures for low-level feature-based 

video summarization [1]. Colour is by far the most 

commonly used low-level feature. While comparing two 

frames by using colour histograms, One may encounter a 

situation in which two frames are entirely different, but, their 

histograms are similar because the video frames have the 

same colour distributions. TThe texture from the low-level 

feature for texture extraction, wavelet transforms like 

Discrete Haar Wavelet [2], and Daubechies wavelet [3, 4]. 

High-level feature-based summarization techniques involve 

high-time and computational costs, as discussed in [5, 6]. [7] 

views summarization as a structured prediction problem, 

those techniques model the long-range dependency in video 

using the popular long short-term mem- ory units (LSTM) 

and its variants [7].The prime insight is to optimize the 

accuracy of which frames or subshots to be in the summary. 

The initial stage computes the frame-level scores, and 

keyframes are selected depending on the combined scores in 

the next stage. Lastly, the elimination in the third stage of 

duplicate frames. Many variables, including acquisition, 

processing, compression, transmission, display and video 

reproduction sys- tems can affect the quality of visual media 

[8]. 

The rich feature quality of the individual frames forms the 

building blocks of the video [9]. A large, smooth region 

divided by sharp edges is component of the feature 

extraction, which depends on the particulars of the image. 

The colour image otherwise consists of continuous texture 

and colour information. [10] discussed that the 

summarization algorithm consists of two essential 

procedures: 1) searching the matched patches with per- 

ceptual similarity information for the hole patch, 2) fusing the 

matched patches to obtain the restored patch for hole regions, 

here the matching patches focusing on the feature extraction 

allow pattern detection for the sum- marization of media 

content, for which there are specific methods for the 

treatment of the audio plus image, feature extraction via 

artificial Intelligence with neural network and image 

processing like optical character recognition to identify 

desired portions or shapes in the video as discussed by [11] . 

VS process is the detection and extraction of notable 

objects and their movements in the video content and to 

obtain condensed keyframes. Pixel intensities of the objects 

and non-objects are similar, thereby the existing methods fail 
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to detect the objects in motion in low colour and contrast 

video frames. Interestingly, the edges of the artifacts are 

prominent in low contrast area connected to the lines arcs and 

other geometric primitives in high-level shape descriptors 

[12]. The curves obtained through traditional-features 

exhibits the cut effect phenomenon, as the feature curve 

changes dramatically between frames. The crop cut effect 

denotes a sudden change, but it needs more time to transform 

into another shot, this forms a violent vibration on the curve. 

The dissolve and fade effects are linear interpolation between 

shots [13]. The problems depend on feature extrac- tion, a 

type of dimensionality reduction that efficiently represents 

interesting-parts of an image in a compact feature vector. 

Reduced feature representation simplifies the tasks of image 

matching and retrieval. 

The next session 2 discusses the literature survey, and 

session 3 discusses the feature extraction of moving objects 

in videos. Session 4 discusses the network analysis of both 

the finite impulse and infinite impulse recurrent networks can 

have additional stored state, and the storage can be under 

direct control by the neural network. Session 5 presents a 

feature matching of different video and the joint video 

summarization algorithm. Session 6 discusses the result 

analysis and follows the conclusion. 

II. RELATED WORKS 

[14]For accurate local object movement recognition, a 

video copy-move forgery technique is sug- gested. video 

copy-moves is a difficult problem to identify when uniform 

background are copied to the fore- ground object. A Patch 

Match algorithm determines the offset field to remove the 

false matches. False-match removal determines the 

efficiency of the algorithm. 

[15]A novel detection method based on main component 

pursuit (PCP) called kinematic regularization with local null 

space pursuit (KRLNSP) was introduced that overcomes the 

challenge of false detections and com- putational loads.In 

aerial footage, KRLNSP models the setting as a subspace, 

and then the moving objects as sparse null spaces and the 

sparse objects depict unique kinematic properties. The author 

also covers the kine- matic regularization ’Γ’ [16] 

[17] Proposed an objective function to identify the objects 

in motion involving complex background. This method 

solves using a linearize alternating direction method of 

multipliers (ADMM) based on batch optimiza- tion [18]. For 

real-time execution, the proposed solution works online. 

Moreover, an online optimization algorithm for real-time 

applications is proposed here. In different colour image 

backgrounds, a combined representation of red, green, blue 

colour characteristics, horizontal and vertical gradient 

characteristics, and motion function provides better accuracy. 

[19] Instead of multi-frames, a local feature analysis route 

based on single-frame imagery was suggested, which can 

detect slow-moving target shadows in conventional ground 

moving targets (GMTI). Looking at the outcome of this 

process, The context model reconstructs using single-frame 

imagery to avoid the ”ghost” phenomenon in moving target 

detection algorithms involving multi-frame imagery. 
 

 

Figure 1. Summary of planned phases of the project 

 

[20] Developed a mechanism for Unsupervised Online 

Video Object Segmentation (UOVOS) by ex- amining the 

motion properties of the mean moving of a universal object in 

segmented regions. The salient- motion and object map 

intersection defines the objects in motion. Salient-motion is 

measured using Mask R-CNN [21] from the optical flow data 

and object map. 

[22] Using an adaptive blind update(random update) and 

RGB-D camera, to boost the accuracy in deep cam- ouflage 

scenarios, the implementation uses a bootstrapping 

segmentation and shadow detection system to dis- tinguish 

moving objects. The suggested technique, when referred with 

the original method [23] and the others implies that the 

segmentation findings are superior. The suggested solution 

achieves better efficiency in sta- tionary object detection and 

ghost phenomenon. 

[24] In a high-speed environment, an algorithm was 

proposed to handle multiple object detection with limited 

hardware and tested the high-frame-rate method (HFR), 

high-data-throughput, and high-parallelism process- ing of 

video streams with low latency. Conventional Histograms of 

Directed Gradient (HOG) descriptor and Support Vector 

Machine (SVM) classifier algorithms are employed. The 

method provides low memory con- sumption by saving input 

pixel values and intermediate performance. Effective floating 

point to integer and integer truncation practices minimize the 

embedded memory usage. 

The table 1 includes the literature survey that relates to 

low-level feature extraction process with various methods 

and techniques using artificial neural network. In the 

surveyed papers as in table 1, The authors propose video 

summarization using approaches compatible to handle 

large-scale video storage. The approach is ideal for 

computers in which the desired frame can be chosen from the 

video footage and transformed into static or dynamic content. 

To construct a chronological sequence of frames, the picked 

frames are then glued to Spatio-temporal orders. For any 

video search method, the proposed methodology were used to 
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index backend video frames and to assist with the search 

results. 

III. VIDEO PROCESSING FRAMEWORK 

Figure 1 presents a project view covering three video 

clippings with video extraction and keyframe identification 

features and other processes for summarization. 

In Joint video summarization process the different three 

video clipping taken for the method. The individual video 

clipping undergoes the pre-processing steps. The 

pre-processing steps as follows. 

1. Video Frame Conversion 

2. Gray Scale Conversion of individual frames 

3. Frame Resizing 

3.1. Video Frame Conversion 

In general, when the frame rate is high, we will require 

more disk space as it consumes more space to store a quality 

image. The frame rate usually practised is 24 fps, as it gives a 

decent video quality. The video frame rate needs adjustment 

in this situation, and a reliable frame rate converter is 

required. The frames are created from the video and 

transformed into images, and then the luminance components 

are obtained. Later Kirsch edge detector is used to determine 

the edges, and finally, edge pixels counts are counted [26–

28]. 
 

Table 1. Table view of introduction and literature survey. 

The details of the literature review are given in this table. 
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Figure 2. Multi-view video summarization processes 

 

3.2. Gray Scale Conversion of individual frames 

The luminance value in the grayscale image is 8-bit and 

ranges from 0 to 255 in the event of the RGB image, the 

values are 24 bits. To convert an RGB image into grayscale, 

the gamma compression function must remove the gamma 

expansion first and then transfer RGB into a linear colour 

space. For the linear colour components (Rlinear, GLinear, 

Blinear), the weighted sum is applied. When it is necessary to 

convert the grayscale to an encoded version and stored in 

nonlinear colour space, Y linear called linear luminance, the 

gamma-compressed image is restored. For the common 

sRGB color space, gamma expansion is defined as in 

equation 1 

          
                          (1) 

 

In equation 1 Csrgb – three gamma compressed sRGB 

primaries, (Rlinear, GLinear, Blinear), each in range [0,1]) Clinear 

-linear-intensity value Rlinear, Glinear, and Blinear, also in range 

[0, 1]. 

3.3. Video Frame Resizing 

It is necessary to resize the picture based on the ANN 

network specifications and magnify the image known as 

resolution enhancement or scaling. Scaling of vector graphic 

images happens with a geometric transformation and 

validated image consistency. In scaling a raster graphic 

image, we need a new picture with lower or higher pixels. 

When the pixel number decreases, the consistency of the 

image tends to be lost [29]. In other phrases, using the 

Nyquist sampling theorem, the scaling of an image involves 

re-sampling or re- sampling or reconstructing an image. The 

theorem says that to prevent the aliasing artefacts a reduced 

sampling size and smaller image with high resolution and 

suitable 2D anti-aliasing filters are necessary. The reduced 

smaller size image carries the necessary data in it. Figure 1, 

depicts the pre-processing step involved in video processing. 

The figure 7,8,9 shows the video processes for resizing the 

frames and grayscale conversion [29]. 

Figure 2 depicts the process followed for the joint video 

summarization, where three videos are pro- cessed together 

and converted into a video frame. The individual video frame 

is resized through the resizing function, depending on the 

video length. Later the derived frames are pre-processed 
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using filtering processes. In the developed framework, based 

on the length of the video, the three videos are regarded as 

input and later transformed into video frames, and the video 

frames are changed using the size filtering process. In the pre- 

process section, the grayscale conversion happens with the 

wavelet decomposition process with the help of Daubechies 

wavelets transform [3, 4]. In this step, the object and 

background are distinguished. Later the positions which were 

unable to recover are retrieved using SURF speeded up robust 

features. 

The RNN forms the next session. The recurrent neural 

network that works on layers like appearance using attention 

layer and SURF feature points. The individual layers in the 

object are separated using feature points. At the end of this 

process, the object or person is identified in the context using 

the detected target object method. SVM classifies the video 

images and uses the lookup table or training dataset. Three 

video images are clubbed together using this feature point 

matching and produce the joint video summarization. The 

primary ideology is to suggest an unique approach to 

capturing the high-level features of objects in motion. 

Keyframe extraction is accomplished by clustering with 

Support Vector Machine and recurrent neural network 

(RNN), along with attention layers. The attention layer 

function as the units/neurons in the hidden layers regarded as 

memory blocks, and each memory block can contain multiple 

memory cells. A video summary is a process that makes it 

easier to search video collections faster and also more 

effective in indexing and glancing the content. The summary 

can be former by choosing the keyframes that best indicates 

the actual video or through video skimming [30]. The 

keyframes extraction happens via change point, low-level 

features- based clustering, or clustering depending on the 

objects. 

3.4. Video frame conversion 

Frames are taken from videos and converted into an 

image. Frame2im function from MATLAB performs this 

transformation of video to an image. The .avi format format 

video is read using an aviread format function. To construct a 

high-resolution video frame, the spatial and temporal features 

of the image are needed. A novel framework is framed to 

resolve the problems of generating a video frame using 

motion-compensated sub-sampling [31]. The Bayesian 

framework deals with the challenge of multi-frame 

interpolation and video sequence alignment [32, 33]. The end 

design of the proposed algorithm satisfies to deliver high 

quality and usable image frame. 

3.5. Frame Resizing 

Image resizing and magnification of the image is termed 

as resolution enhancement or upscaling. In the vector graphic 

image, the images are scaled up or magnified using geometric 

transformations, and there is no compromise to the image 

quality. While handling a raster graphic image, the original 

image is transformed into a lower or higher pixel value. 

While lowering the pixel value, it will cause a loss in image 

quality. Image scaling is a type of resampling or rebuilding an 

image, according to the Nyquist sampling theorem. The 

Nyquist theorem states that an image can only be 

downgraded to a smaller scale using a 2D anti-aliasing filter 

to prevent the loss of aliasing artefacts. The picture is reduced 

to 100    100. The resized image holds necessary details for 

further process. Decreasing the size of the frame is pressing 

because they take additional space and helps 

computationally. In this process of minimizing the size, only 

the physical size and image resolution will change. The other 

attributes are unaltered [29]. 

3.6. Moving Object Detection Processes for Individual 

frames 

To identify the objects in motion is the biggest challenge 

in video streaming surveillance applications. Object 

detection plays a critical role in video analysis and is usually 

performed by discarding the background image or using 

object detectors and manually marking the object [34, 35]. 

The temporal differencing [36] method implements the 

pixel-wise difference method where two or many frames are 

studied to spot the objects in motion. For dynamic frames in 

which the images keep changing, this method is well suited, 

and it is unsuccessful to retrieve all the relevant details from 

the object. In the scenario of a stagnant foreground object 

movement, the temporal differentiation strategy fails to act 

and record the object. Let Frame i represent the grey-level 

intensity value at pixel position i and at time instance n of 

video 

image sequence I, which is within the threshold of [0, 

255]. T is the threshold initially set to a pre-determined value. 

3.7. Motion Frequency Scoring 

The object in a frame that moves frequently becomes the 

prominent one. This motion frequency method is used to 

mark points for the most frequent objects in motion in the 

video. The results are calculated by first aligning the masks of 

the object to share all possible edges and then collecting all 

the masks of the object to get the frequency map M : [37] 

             (2) 

Here, oj represents an aligned object mask, and ok 

represents a key object mask indicated as a mask with a 

maximum similar frequency map. Ok is achieved by reducing 

the inaccuracies between the aligned and motion frequency 

map M : [37]: 

      (3) 

An innovative technique for evaluating a video’s 

key-frame based on object motions. Using optical flow, We 

extract the foreground objects from the video and compute 

the motion frequency score to seek the most reflective 

movements. The key-frame contains the most frequent 

motion. 
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3.7.1. Gray Scale Conversion 

Grayscale images are distinguished from black and white 

one-bit bi-tonal images, which are images of just two colours 

in the sense of imaging: black and white (also called bi-level 

or binary images. Grayscale frames have several shades of 

grey. Grayscale images are the outcome of weighted 

combination of the light intensity of every pixel. In some 

situations, monochromatic single frequency grayscale images 

are used. In the- ory, the frequencies can be from all over the 

electromagnetic spectrum (e.g. infrared, visible light, 

ultraviolet, etc.). 

3.7.2. Wavelet Decomposition 

To de-noise two-dimensional signals wavelets are used. 

Owing to the high contrast between neigh- bouring pixel 

intensity values the bi-orthogonal wavelets are extensively 

used in image processing to trace and filter white Gaussian 

noise. 

Inspired by the work of Ingrid Daubechies, [3, 4], a family 

of orthogonal wavelets that define a discreet wavelet that 

transforms and is marked by the support of a maximum 

frequency of vanishing moments. There is a scaling function 

(called the fatherwavelet) for each wavelet form producing 

an orthogonal multi-resolution analysis. The transform of the 

wavelet is frequently contrasted with the transform of the 

Fourier. Here the signals are interpreted as a sum of 

sinusoids. With the choice of the mother wavelet ψ(t) = e
(−2π)

, 

the Fourier transform can be regarded as a unique instance of 

a continual wavelet transform. The eminent distinction is that 

wavelets are located both in time and in frequency, while the 

regular Fourier transform is found only in frequency. The 

Short-Time Fourier Transform (STFT) is identical to the 

transformation of the wavelet being both located in time and 

frequency, however there are challenges with the 

frequency/time resolution trade-off. 

In particular, the STFT can be thought of as a transform 

with a marginally different kernel, claiming a rectangular 

window field. Where ψ(t) = g(t-u)e
−2π

 can be given as 

  where ∆t and u denote the window function’s 

length and time offset, respectively. Using the theorem of 

Parseval, one may define the energy of the wavelet as in 

equation 4 

From this, u is supplied from the square of the temporal 

support window offset by the time. 

     (4) 

and the square of the spectral support of the window over 

frequency is given below in the equation 5 

     (5) 
 

Multiplication of time domain and a rectangular window 

leads to convolution in the frequency domain with a feature 

that results in unnatural ringing artefacts for short/localized 

temporal windows. Again with Fourier Transform 

continuous-time, and the convolution in Fourier space is a 

delta function, culminating in the sinc signal (∆tω) real 

Fourier transformation. The window function may be a ∆t 

∞ filter, for instance a Gaussian filter. The window 

function collection influences the prediction error compared 

to the real Fourier transformation. The time-bandwidth of the 

resolution cell should not be exceeded by the 

Short-Time-Fourier- Transform (STFT). For all temporal 

changes or offsets, all the STFT base components retain 

consistent spectral and temporal support. This approach 

ensures an equal temporal resolution for lower and higher 

frequencies. The sampling width specifies the image’s 

resolution. 

The edge is a digital image’s most prominent 

high-frequency data. The conventional filter efficiently 

reduces the noise, yet leaving the video clip fuzzy. We can 

preserve the edge of the video image by noise suppression of 

the video image. The wavelet method analyzes 

time-frequency, which adaptively selects the appropriate 

frequency band based on the signal characteristics. Then the 

frequency band matches the spectrum, which improves the 

time-frequency resolution. 

3.7.3. SURF Feature Points Extraction 

The use of SURF [38] for object recognition is proposed 

using three steps: extraction, description and matching. The 

first and fundamental step in pursuing this approach is the 

extraction of features. The attributes that will decide the 

images are wisely chosen. The Surf Detect.m function acts as 

an entry-point for feature extraction. The input here is an 

8-bit RGB or grayscale image, and the area of interest 

becomes the output from the array. The below-mentioned 

functions contain the computation for GPU parallelization. 

Convert32bitFPGray.m Conversion of an 8-bit RGB 

image to an 8-bit grayscale image is the re- sponsibility of 

this function. This stage will be skipped for the images 

already with the 8-bit grayscale format. Once completed, The 

8-bit grayscale image is transformed to a 32-bit floating-point 

for computation on the GPU. 

MyIntegralImage.m This function calculates the 32-bit 

floating-point grayscale image that was de- rived at the 

previous stage. For any specified rectangular region of the 

image, the integral image uses the sum of the pixels. This 

function also estimates the rate of convolutions performed in 

the next iteration . 

FastHessian.m This function performs image convolution 

with box filters of various sizes and stores the measured 

responses. 

The extraction of features helps to reduce the amount of 

resources needed to analyze a broad data set. When dealing 

with complex data, the variety of factors considered becomes 

high. To function with regional, similarity invariant 

representation, and comparison of images SURF method is 

fast and robust. The main interest of the SURF method lies in 

its estimation of operators. Using box filters and SURF 

allows to capture real-time applications such as monitoring 

and object recognition [38]. 
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IV. RECURRENT NEURAL NETWORK (RNN) 

RNN or recurrent neural network is an artificial neural 

network designed to handle the inputs in a network structure 

to remember past information. They connect the nodes in a 

graph using their internal memory and process the sequences 

of inputs forming a directed graph in having temporal 

behaviour. 

In the case of discrete-time settings,By considering one 

vector at a time, RNN sequences the vectors at the first layer 

and computes them as a non-linear form of the weighted sum. 

The supervised target activations are provided for certain 

output units at a specific time. The back-propagation training 

algorithm is used along with the recurrent neural network to 

sequence the given data using time series. In RNN one input 

is executed at a given instance of time and predicts only one 

output for a specific time. RNN is particularly useful in 

predicting the next scenario by understanding the given set of 

data. 

4.1 Attention Layers 

The outputs of the encoder and decoder in this network is 

joined to the context vector. In figure 3 the blue symbols 

denote encoder, and red ones the decoders. Context vectors 

obtain the output of the cells as input and assess the 

probability distribution, determining which word the decoder 

would produce. We have several variants in the various 

studies, and the choice makes it different in terms of score 

and attention function. 

 

 

 
Figure 3. A basic representation of an unfolded recurrent neural network 

 

Attention function can be of soft or hard attention. For the 

temporal attention process, the shift in the pixels of the 

adjacent frames is recorded as temporal changes and the 

temporal attention score is measured. You will find video 

summarization using ANN attention in the [7, 39] literature. 

4.2 Feature Layers 

Various features such as polygon lines, points, or regions 

Feature layers help in visualizing the base map details. 

Transparency, design, refresh interval, visible range and 

labels are fed to the input layers. Feature variable determines 

the lookup map. Feature layers help to analyze, view and edit 

and query against features and their attributes. 

4.3 Appearance Layer 

These attributes are effects, groups, layers, styles, objects 

with layers palette. When appearance layer applied to any 

object, it will hold that attribute. It is good to insert the layer 

of appearance to the object as a layer and not to the entire 

object. 

V. VIDEO SUMMARIZATION ALGORITHM 

The selected keyframe images in this segment take the 

requested information and output a summary of it. 

MVS(Multi-view video summarization) steps help to convert 

the video data into readable condensed infor- mation for a 

human to analyze large Videos. VSUMM method, a popular 

baseline method video summarization involves 1. Uniform 

Sampling, 2. Image histogram, 3. Scale Invariant Feature 

Transform 

5.0.1. VSUMM 

VSUMM [40] a basic and initial technique for video 

summarization as an unsupervised approach. To yield the 

clusters of the feature sets of each frame, the K-means 

algorithm is used. 

5.1. SURF-RNN 

RNN is a neural network wherein the input to the current 

layer originates from a consecutive output layer. In the 

conventional ANN network approach, output feedback is 

ignored. In this recommended RNN method, provided the 

previous term, RNN recollects the sequence of next probable 

words, RNN’s memory network remembers the sequences. 

The speeded-up robust features called SURF [38] are of 

the descriptor and a detector. The SURF feature is used 

primarily to recognize and record the object in the frame and 

to describe it using 3D reconstruction. We also have the SIFT 

scale -invariant descriptor along with this method. The 

traditional version of SURF is much more effective and 

quicker than all other image transformations. We presume 

that the frames form a cluster of’ similarity classes’ in this 

method. Two frames are then called identical only when they 

are of the identical group [41–43]. 

fi and fj Similar ⇐⇒ C(fi) = C(fi) (6) 
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Step 1: SURF Feature extraction is executed on the three 

different videos. 

Step 2: To relate the involved object considering the key 

feature frames inferred from the three videos. For a collection 

of k classes C1, C2, ., Ck an optimum summary is obtained and 

holds on to the best summary solution Since the optimal 

summary is compute-intensive. Class selection involves 

caution, which contributes quickly to the right solution. The 

optimal summary can be reached by classifying all sets of k 

groups C1, C2,.Ck and the better class ones are retained. The 

optimal summary can be reached by classifying all sets of k 

groups C1, C2,.Ck and the better class is retained [41–43]. 

If a class Cm is being added to existing set C1, C2, ..., 

Cm-1, perhaps we can state the conditional as in equation 7 

 
 Here S represents the compilation of all classes that are 

already added in any of the compiled summary. 

 

                  (9) 

 

 If all the summaries reach the right size, we can 

iteratively substitute any chosen class only when we identify 

another better class [41–43]. 
 

Pseudocode : 

 

VI. RESULT AND DISCUSSION 

 The joint-video summarization method analyzes the 

three or more different videos and gives a sum- marized 

result. The individual video steps include the conversion of 

video files to individual frames. The figure 4, 5,6 shows the 

key video frame extraction from three videos. These steps are 

performed in MATLABR2014b version software. The choice 

representative frames is done using the moving sub shot 

summarization. To pick the optimal representative frame, an 

object-motion sub shot is partitioned into units. The threshold 

berr param- eter computation is performed using successive 

frames representing the content diversity of motion 

prediction error. If the threshold of berr is greater than the 

estimated value of Tb, then the unit boundary is picked from 

the recent picture. This is termed as “leaky bucket” algorithm 

[44–46]. Another threshold called Tf , is also mentioned here 

to eliminate successive selection in an instance of a highly 

active sub shot. In other terms, for each keyframe chosen, 

KFi,k(k = 0, ..., Mi), it satisfies the equation 10. 

 I(KFi,k) − I(KFi,k−1) ≥ max(Tb, Tf )      (10) 

 Here I(KFi,k) is the frame index of keyframe KFi,k. For 

each keyframe, the timestamp and frame index are registered 

in the XML file [44–46]. 

 

Figure 4. Representation of the Keyframes from Video 1. 

 

  

Figure 5. Representation of Keyframes from Video 2 
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Figure 6. Representation of the Keyframes from Video 3. 

 

Figure 7. Resized grayscale frames in video 1 

 

 

Figure 8. Resized grayscale frames in video 2 

 

The figure 4,5,6 demonstrates the key feature frames from 

the three videos, and the object segmen- tation happens 

through the below process. The background and the person in 

the first video are tracked from frame 1. Similarly, the 

surroundings and the people are monitored in the second 

video and the third video. 

6.1 Gray Scale Video Frames 

In the figure 7, 8, 9 results, we see how the images are 

resized to 100X100 and converted to a grayscale image to 

retrieve main frames. 

6.2 Wavelet Decomposition Process 

This approach helps to distinguish the objects that are 

contained in a given video frame. Now, the image is framed 

with horizontal, vertical, approximation and diagonal details 

for LH, LL as super, diagonal and decoded frames. 

Figure 10 displays an input image decomposed into pixel 

processing that requires high-level segmen- tation and 

complex object recognition. This image is then processed to 

clear noise using a de-nosing algorithm, and other image 

reservations are created in this step. The wavelet coefficients 

of the specified images are higher than those of the scattered 

image, relying on the energy and small amplitude. The 

disturbing noises are eliminated, and the crucial information 

is recorded using an optimized threshold that processes the 

wavelet coefficients. The edge information is extracted and 

processed using the contrasts inside the video frame. 

Figure 11, indicates the SURF features, SURF called as 

speeded up robust features [38] is a descriptor and detector, 

which performs tasks like image registration, object 

recognition, 3D reconstruction and classifi- cation. The 

figure 11 showcases the Object Recognition through SURF 

using three steps: feature generation, description and feature 

matching. The earliest step of the extraction function is the 

basic and crucial step in extracting useful information called 

features from the given input image. The features extracted 

must-have essential and unique attributes pertinent to the 

given image. The SURF calculation function considers 

images or input data with 8-bit RGB or grey-scale image. The 

output includes all points of interest. 

 The figure 12 depicts the summarized image of the three 

videos. 

 To analyze whether the ROC curve is in a perfect state, 

we need to evaluate the area under the curve called AUC and 

the confusion metrics. A confusion matrix is a table that 

describes the output of a classification model based on the 
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test results. All values can be derived, except for AUC. Let’s 

discuss the other evaluation parameters in detail. 

 

 

 

Figure 9. Resized grayscale frames in video 3 

 

 

Figure 10. Wavelet Decomposition of the Video 1,2,3 

 

Figure 11. SURF feature frame for Video 1,2,3 
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Figure 12. Multi-view Summarization frames 

 

Figure 13. The RNN neural network training screen shot using MATLAB. 

 

Accuracy- This is the most significant parameter for 

predicting model efficiency using ratios that are rightly 

predicted. 

Accuracy = TP + TN/TP + FP + FN + TN 

Precision - This is the percentage of the cumulative 

positive observations predicted to the correctly predicted 

observations. When we witness a high precision, then it 

means a low false-positive rate. 

Precision = TP/TP + FP 

Recall- Recall also called sensitivity, a ratio to estimate 

the correctly predicted positive observations to the overall 

observations. 

Recall = TP/TP + FN 

F-score- A weighted average of recall and precision, and 

when this value reaches 1, it means the best score and 0 

means the bad score. The relative contribution of recall and 

precision to F 1   Score is equal and the formula is as below: 

 

Figure 13 demonstrates the RNN neural network training 

for the performance. The layer consists of 1 : 10points. 

Table 2 demonstrates a comparison analysis of the 

different video frames on the non-speed optimiza- tion of our 

code. The complex algorithm provides valuable information 

on the artefacts in the frame. he time spent on execution is 

calculated in conjunction with the complete automation of 

the summary process. For final post-processing, the desired 

frames with the highest likelihood in the video are 

considered. Office Dataset 

[47] is the prominent and commonly used dataset in MVS 

research and used in simulations to validate the developed 

methods. The dataset used 4 asynchronous cameras in an 

office location. Each camera comes with varying lighting 

conditions, making it difficult to test this dataset using the 

MVS method leading to low ac- curacy. The summary 

derived here is taken from industrial surveillance, and no 

checking for truth is carried out. The participants of this 

survey are students in PhD and masters and are aware of the 

technology and the evaluation methods. Both local and cloud 

computing are identical, but the cloud implements GPU 
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computing, and the video mentioned here is Office-1 with a 

size of 235.8Mb with a time of 9 minutes and 4 seconds and 

15fps. 

The conclusions drawn by our method as shown in table 2 

are in line with other reference works [48, 47], our high 

accuracy approach can be trained to perform video 

summarization for objects that need special attention. This 

research pays way to concentrate on target detection and 

tracking and tracking with the additional advantage of 

multi-view video summarization. 

Table 2. Comparison of our evaluation scores with other 

references 

 

VII. CONCLUSION 

The developed system incorporates a multi-view video 

summarization technique that uses 3 videos of the target 

object and a wavelet of the target object using the SURF 

function extraction technique. The wavelet recognizes the 

person and objects in the screen.   SURF takes care of feature 

extraction points in terms of the context object. Later, the 

derived information is processed in RNN networks to 

perform a better object classification for the person and other 

objects in the captured video frame. In this proposed method, 

heavyweight RNN model brings higher accuracy with the 

model. In the future, the system can be expanded with 

additional research to identify behaviour detection to provide 

immediate reporting on suspicious acts. 
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