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Abstract- Data mining and machine learning has been an important research topic in recent years. The topic of sparsely distributed 

data and the various issues related with curse of dimensionality of high-dimensional data, make most of the traditional clustering 

algorithm, lose action in high dimensional space. Therefore, clustering of data in high dimensional space is becoming the hot 

research areas. Clustering in data mining can be used as a data exploration or future prediction tool. With the advent of raise in 

huge data or high dimensional data such as DNA arrays, Images or GPS data, bag-of-words document representation etc., the goal 

of clustering is to group multiple data points in such way that they can be represented more efficiently for better understanding of 

the data. In this context we study the pitfalls of high dimensional data clustering concepts and algorithms are discussed then we 

study the SSC, SSSC, SMRS algorithms. This paper offers a subset based algorithm for automatically determining the optimal 

number of clusters on high dimensional data. The Main aim of this paper is to design an algorithm with reasonable complexity 

which computes representatives and clustering high-dimensional data accurately. In this paper we have made the following 

contributions i.e. designing of algorithm which used the divide-and-conquer strategy, which can able to compute the 

representatives within reasonable time and this algorithm is named as Hierarchical Sparse representatives. 

 

Index Terms— clustering, high dimensional data, hierarchical sparse representative, SSSC. 

 

I. INTRODUCTION 

KDD is the process of automatically searching massive 

volumes of data for patterns using primary tools such as 

classification, association rule mining, clustering and so on. 

Data mining is really a complex topic and has its association 

with multiple core fields such as computer science and adds 

special value to rich seminal computational techniques 

ranging from statistics, information retrieval, machine 

learning and pattern recognition. Data mining techniques are 

the result of a continual process of research and product 

development. Historical data depicts  about the  beginning 

of the business data being first stored on computers with 

continued improvements in data access, and more recently 

being used technologies allows users to navigate through 

their data in real time. Data mining takes this evolutionary 

process beyond the data access and navigation to proactive 

information delivery. Data mining is ready for application in 

the business community due to the support of three 

technologies that are now sufficiently mature, i.e., peta bytes 

of data collection, Powerful and effective multiprocessor 

computers and data mining algorithms. Data mining 

techniques can be implemented on already existing software 

and hardware platforms to enhance the value of existing 

information resources. Upon implementation on high 

performance client/server or parallel processing computers, 

data mining tools can analyse larger databases to deliver 

answers to lots of organizational queries. 

The concept clustering is a challenging task for researchers 

in data exploration and raises many research challenges. The 

clustering is a challenging and difficult task because of the 

following reasons. Every researcher has to address these 

tasks as specified above and he should have through 

knowledge in order to handle these tasks. (a) in hierarchy of 

clusters we may get multiple clustering, (b) there is a chance 

getting many shapes, (c) we may get many data points (d) 

many features we may get, (e) we may not get well 

separated clusters, (f) the obtained data points may belong to 

multiple clusters, (g) outliers may present (h) insufficient of 

data or data is inadequate or missing. The algorithms 

designed in this area may solve some problems but no 

algorithm is there to solve all the problems. Now a day’s lot 

of commercial databases are growing at infinite rates. A 

recent survey carried out by META Group revealed that 

40% of respondents are beyond the peta byte level, while 

60% expect to be there by second quarter of 2018.Some of 

the industries like retail, these numbers can be much larger. 

The real need for improved computational engines can now 

be utilized in a cost-effective manner with parallel 

multiprocessor computer technology with distributed 

scenario. Data mining algorithms includes techniques that 

have existed for at least few years, but have only recently 

been implemented as scalable, distributed, mature, reliable 

and understandable tools that consistently outperform older 

statistical methods. The remainder of this paper is organized 

as follows. Section II presents the Review of Literature 

followed by Section III which provides the details about the 

Existing Methods and Approaches, Section 4 Provides the 

Description of algorithm and new algorithm is presented in 

Section V. The conclusions are given in Section VI. 
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II. RELATED WORK 

 

The most traditional clustering approaches use distance or 

similarity between data points. The general assumption is 

that the data points which are far away or not in similar are 

less likely to belong to the same cluster than the data points 

that are near and similar. Traditionally the main aim of 

clustering is to divide the data points into groups with 

minimal within-group distances and maximal between-

group distances [3]. Many researchers have different 

interpretations of dividing the groups based on distance or 

similarity. These interpretations have led to different kind of 

traditional clustering algorithms. Centroid-based clustering 

algorithms interpret the within-group distances as the 

distance to the centroid and the between-group distance as 

the distance between the centroid. Distribution-based 

clustering algorithms additionally differentiate in which 

direction the distance is measured. The most popular 

Density-based clustering algorithms group dense regions 

and consequently grouping data points with low distances 

connectivity clustering algorithms group two or more data 

points that are similar. These algorithms have their own 

pitfalls while functioning on high dimensional data. 

Researchers have been working on subspace clustering from 

past 1990 onwards and it is one of the young areas where we 

can find several research gaps. Later it was in 1998, some 

significant studies took place where the researchers aimed to 

solve some of the issues towards scalability of data, mainly 

worked towards the extraction of clusters which seems to be 

hidden inside the subspaces the critical high dimensional 

data. According to our survey there are two distinct 

categories namely cell based subspace clustering and 

density based subspace clustering.  Cell based subspace 

clustering partitions the data space for efficient detection of 

dense grid cells with the bottom up fashion, whereas density 

based subspace clustering generally represents clusters as 

dense areas separated by sparsely populated areas.  

Researchers’ contributions are discussed in the following 

section. Agarwal et al., proposed the method which 

addresses subspace clustering problem by introducing 

CLIQUE algorithm for identifying the subspace of the dense 

cluster. The results of CLIQUE (Clustering in Quest) was 

compared with already existing clustering algorithm BIRCH 

(Balanced Iterative Reducing and Clustering using 

Hierarchies) and DBSCAN (Density Based Spatial 

Clustering of Applications with Noise) to visualize better 

scalability with increase of dimensionality of the data. On 

the similar work the next significant research was seen in 

the year 2004.  The author Baumgartner et al.,  proposed the 

technique of k-nearest neighbor approach with the technique 

to explore the interesting cluster behavioral traits within the 

subspace and named as SURFING (Subspace Relevant for 

Clustering). Their algorithmic design is considered as 

parameter less and adopted ranking mechanism to explore 

the best cluster with the subspaces.  Their proposed 

algorithm was compared with previous algorithm CLIQUE 

on gene dataset and the obtained results were found to 

outperform CLIQUE with respect to data quality.The 

authors Gan and Wu  proposed an algorithm SUBCAD for 

minimizing the objective function required for clustering. 

The authors have used the method of separation and 

compactness for representing the subspace of every cluster 

using iterative methods and then experimented over 

Wisconsin breast cancer data, soybean data, and 

congressional voting data.  

Almost the same related problem was addressed in the 

research work carried out by Kailing et al., in same year of 

2004. The authors have represented an algorithm with a new 

name and called it as SUBCLU which means Subspace 

Clustering using density-based approach. Their work had 

adopted the architecture of DBSCAN with density-

connectivity features for randomly identifying location and 

shape of the clusters within a subspace. SUBCLU was then 

compared with CLIQUE on same said dataset and the 

experimental results were found to be moderately efficient.  

Fewer studies were carried out during the end of year of 

2004 up to 2008 and hence there was a gap in the milestone 

of subspace clustering. In 2009, another significant research 

work has been surfaced by Muller et al., focusing on almost 

similar problem as discussed above.  

MINECLUS is a cell-based approach whereas PROCLUS is 

clustering based approach. Their studies also found that 

existing technique of SUBCLUE and CLIQUE is less 

compatible with high-dimensional data. In the year 2010, 

Sembiring et al., introduced the projected clustering 

approach where subspace clustering enumerated clusters of 

objects in all subspaces of a dataset. Proposed method tends 

to produce many overlapping clusters.  

In their study they discussed existing projected and subspace 

clustering algorithms, experimented and analyzed three 

clustering algorithms namely PROCLUS,P3C and STATPC 

and found out performance of PROCLUS is better in terms 

of time of calculation with the production of least number of 

unstructured data whereas STATPC outperforms PROCLUS 

and P3C  w.r.t cluster points focusing on relevant attributes.  

The experiments were carried out using weka tool. 

Researchers have left the scope towards the study and 

analysis of cell based and density based approaches for 

larger datasets. 

Yet another significant study was introduced by Tatu et al.,  

in 2012 by presenting an algorithm called as ClustMails. 

Their completely new and unique approach as compared to 

all the works carried out before 2012 depends on adoption 

of visual analysis approach using Weka.  
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The outcome of their study was compared with VISA 

(Visualization framework). Designed by Assent et al.,. It is 

purely the visualization user interface which helped to carry 

out the experimental analysis. The lacunas of past UI had a 

new development with a better version of visualization 

based approach contributed through the work of Liu et al.,  

in 2014. Their study uses subspace clustering without any 

consideration of single manifold data. Said technique 

evaluates both internal dimensionality as well as the linear 

basis of a subspaces discovered from subspace clustering. 

The evaluation is carried over MNIST dataset.  

The topic of subspace clustering is still under the eye of 

researchers. There are 12 significant research works which 

have been witnessed in the year 2015 alone. Chakra borty 

and Roy have adopted k–means clustering technique along 

with implementation of fuzzy clustering approach.  

Their study was implemented on Matlab and was compared 

with the traditional k–means clustering.Later on Chang et 

al., have carried some investigation on spectral clustering 

technique and proposed an optimization technique on 

convex formulations. Their study was experimented over 

JAFFE dataset, UMIST face dataset, Bin Alpha dataset, 

USPS dataset, and YaleB dataset. 

Li et al.,   contributed towards the adoption of Gaussian 

regression technique carrying out clustering in high 

dimensional data sets considering the noise aspects. Their 

study experiments were carried out over Hopkins 155 

dataset and AR dataset (along with Yale and MINST 

dataset) to prove positive effect of grouping on clusters. 

Peng et al., adopted the technique of thresholding based on 

ridge regression method. Segmentation based approach was 

seen with the work of Wang and Fu  where the authors have 

contributed towards subspace clustering based on sparsity 

factor.  

Petu-Khov and Kozlov et al.,contributed a greedy approach 

on subspace clustering for partial data. Wei et al.,[29] had 

investigated various segmentation techniques of subspace 

clustering.  Sparsity on subspace clustering is emphasized in 

the research work carried out by Wang et al.,inspired by the 

past method one more unique research work was proposed 

by Wang and Zhu, here the authors have contributed an 

algorithm for noise-free as well as noisy data with a 

property embedded as self-expressive property with a 

Bayesian framework using Dirichlet process in principal 

component analysis. Authors have supported their technique 

with the help of motion segmentation.  A Survey conducted 

byYang et al., and he presented a technique for clustering of 

subspaces, in their work information of knowledge is 

monitored for mechanizing convex optimization problem 

and the experiments conducted was much better than the 

previous approaches. K-nearest neighbor technique called as 

hubness was carried out by Tomasev et al., which 

emphasized the usage of significant subspace clustering 

characteristics. One more researcher Yin et al, proposed the 

multi-view clustering approach for sparse subspace 

representation. 

 

III. EXISTING METHODS 

 

Subspace clustering approaches can be grouped into 

statistical, algebraic, iterative and spectral based clustering 

methods. The detailed descriptions of the methods are 

provided below 

 

i. Statistical  

Mixtures of Probabilistic Principal Component Analysis 

(MPPCA), Multistage Learning (MSL) adopts Guassian 

approach towards distribution of data inside each subspace 

using Expectation Maximization (EM) algorithm. The main 

disadvantage of this method is they are sensitive to 

initialization parameter and they need to know the number 

and dimensions of subspaces. Robust statistical approaches 

Random Sample Consensus (RANSAC) [20], tries to accept 

a subspace of dimension d to arbitrarily chosen subsets of d 

points until the number of inliers is large enough. The inliers 

are then discarded, and the process is repeated to find a 

second subspace, and so on. RANSAC will be able to deal 

with noise and outliers, and does not need to know the 

number of subspaces. Here, the dimensions of the subspaces 

must be known. The time complexity of the algorithm 

increases exponentially in the dimension of the subspaces. 

Agglomerative Lossy Compression (ALC)  is an  theoretic 

information related statistical method which checks for the 

segmentation of the data that helps in minimizing the coding 

length needed to fit the points with a combination of 

degenerate Gaussians up to a given level of distortion. Due 

to NP-hard situation, a suboptimal solution is found by first 

assuming that each point forms its own group, and then 

iteratively merging pairs of groups to reduce the coding 

length. This approach handles noise and outliers in the data. 

The number of subspaces determined by the algorithms is 

dependent on the choice of a distortion parameter, also there 

is a lack of theoretical proof for the optimality of the 

agglomerative algorithm. 

 

ii. Spectral Clustering methods 

Popular methods under this category are Local spectral 

clustering approach with the methods such as Local 

Subspace Affinity (LSA), Locally Linear Manifold 

clustering (LLMC), and Spectral Local Best-fit Flats 

(SLBF) which uses local information around each point to 

build a similarity between pairs of points. The division of 

the data is then obtained by applying spectral clustering to 

the similarity matrix. Related methods have disadvantages 
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in dealing with points which are near the intersection of two 

subspaces, because the neighborhood of a point can contain 

points from different subspaces. Spectral clustering is 

sensitive to the right choice of the neighborhood size to 

compute the local information at each point. Global spectral 

clustering approach tries to resolve the issues by building 

better similarities between data points using global 

information. The complexity of building the multi-way 

similarity tends to grow exponentially with the dimensions 

of the subspaces, practically; a sampling strategy is 

employed to reduce the computational cost. Advances in 

sparse and low-rank recovery algorithms, Sparse Subspace 

Clustering (SSC), Low-Rank Recovery (LRR), Low-Rank 

Subspace Clustering (LRSC) algorithms obtains the 

clustering problem as one of finding of sparse or low-rank 

representation of the data in the dictionary of the data itself, 

global optimization algorithm is then used to build a 

similarity graph from which the segmentation of the data is 

obtained. The advantages of these methods with respect to 

most of the state-of-the-art algorithms are that they can 

handle noise and outliers in data, and that they do not need 

to know the dimensions and, in principle, the number of 

subspaces a priori. 

 

iii. Iterative 

Iterative approaches are K-subspaces [12][13] and median 

K-flats [14] which alternates between assigning points to 

subspaces and fitting a subspace to each cluster. The major 

disadvantages of such approaches are they generally require 

know the number and dimensions of the subspaces, and they 

are sensitive to initialization parameter. 

 

iv. Algebraic 

Algebraic approaches are the factorization techniques [15] 

which find an early segmentation by thresholding the entries 

of a similarity matrix built from the factorization of the data 

matrix. These methods are likely to be correct when the 

subspaces are independent, but fails when the assumption is 

taken in to consideration. This method is sensitive to noise 

and outliers in the data. Commonly Generalized Principal 

Component Analysis (GPCA) fits the data with a 

polynomial type whose gradient at a point gives the normal 

vector to the subspace containing that point. Generalized 

PCA deals with subspaces of different dimensions, also it is 

more sensitive to noise and outliers and its complexity 

increases exponentially in terms of the number and 

dimensions of subspaces. 

 

 

 

 

 

IV. DETAILS OF ALGORITHMS 

 

A. Sparse Subspace Clustering  

As defined in the previous section the self-expressiveness 

property advises that if a data point is linearly represented 

with less number of data points as possible, then these data 

points lie in the same subspace. Hence, if we minimize the 

number of data points used for each reconstruction, i.e. the 

l0-norm, gives a strong indication on which data points 

belongs in the same subspace and in the same cluster. 

However, an l0 minimization is a combinatorial problem 

and thus NP-hard. The algorithm sparse subspace clustering 

was created by Elhamifar and Vidal [21]. This sparse 

subspace clustering algorithm uses an l1-norm instead of a 

l0 norm. The l1-norm is the tightest convex relaxation of the 

l0-norm and is known to have similar sparse solutions [13]. 

Consequently, the sparse results can be computed 

efficiently. In this algorithm 4.1 minimizing the 

reconstruction error where the noisy data present 

simultaneously and minimizing the sum of the coefficients  

i.e. the l1-norm and this is also known as least absolute 

shrinkage and selection operator or popularly known as 

lasso. The Lasso can be calculated by using convex 

optimization and hence finding minimalcoefficients c* for 

each data point Yi   becomes feasible: 

 

 
Algorithm 4.1:  Sparse Subspace clustering 

Together the coefficients c* create a square matrix C that 

defines how each data point is expressed as a linear 

combination of others (Y= YC). Before using this 

coefficient matrix as an affinity matrix in spectral clustering 

it is adapted in the following way, be invariant of the norm 

of the data point, the coefficients are normalized by such  

ci ← c i / ∥ci∥∞ that the affinity matrix is not dominated by 

the data points that are furthest from the origin. Then the 

affinity matrix W is constructed by making the normalized 

coefficients symmetrical W= │C│+│C│T. 

 

In non-zero components c* for the data points which are 

both close and in the same subspace because the coefficients 

C can be used in affinity matrix. Therefore, C is the 

weighting of a connectivity graph which connects every data 

point to the other nearby data points in the same subspace.  
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At first we need to compute the Eigenvectors and the items 

of these eigenvectors are to be clustered by using the 

popular k-means algorithm. In the work “Sparse subspace 

clustering: algorithm, theory, and applications “Elhamifar 

and Vidal [13] showed that SSC can certainly successfully 

be used for subspace clustering by using the l1 norm and the 

results in sparse coefficients can be divided into groups 

using spectral clustering.  

In order to verify this theoretical result in reality, Elhamifar 

and Vidal [15] created linear subspaces with different cosine 

similarities and different number of data points per 

subspace. The results are shown in Figure 4.1.  

 
Figure 4.1: Clustering error for different numbers of data 

points per subspace and cosine angles (low degree is high 

similarity) between the subspaces. Clustering is not 

successful when either the number of data points per 

subspace is to low or cosine similarity is too high . 

 

The complexity of SSC is O (tN3D), where t is the number 

of iterations used in the minimization, N the number of data 

points and D the number of features. On real data sets SSC 

performs well. 

 
Table 4.1: SSC State-of-the-art performance 

 

The above results show that SSC is an algorithm that has 

state-of-the-art performance. However, SSC is not suitable 

for larger data sets because its complexity is cubic in the 

number of data points: O (tN3D). The following section 

discusses a method that improves the complexity of SSC. 

 

 

 

 

 

B. Scalable Sparse Subspace Clustering Algorithm 

 

The complexity of algorithm (SSC) is improved by Scalable 

sparse subspace clustering (SSSC) algorithm which is 

specified in [16].  

 

In SSC computing a linear representation for all data points 

over all data points, whereas SSSC uses a subset and this 

subset is clustered with SSC and then the model is used to 

cluster the other data points.   

 

 
Algorithm 4.2: Scalable Sparse Subspace Clustering 

 

We can call this approach as an “out-of-sample approach”, 

because, part of the data is not in the sample that is used to 

build a first model. In this approach data is treated as new 

data that arrives after the initial model building. In order to 

perform this, SSSC takes a fixed number of data points from 

the data set and applies SSC to it. At least di points from 

each subspace Si are required to get a block sparse 

coefficient matrix. The out-of-sample data is considered 

after the group labels for each data point are known. 

Regularized linear regression points are created by a linear 

representation of all the out-of-sample data points over the 

in-sample data points. This type of second optimization has 

a much lower complexity than the default SSC optimization. 

Here only the in-sample data points are used as a dictionary 

and but not all the data points.  

  

C. Sparse Modeling Representative Selection 

As discussed in the above sections a variation of SSC called 

sparse modeling representatives selection (SMRS) is an 

algorithm used for selecting representatives, in other words 

SMRS are also called examples from a dataset. The 

Representatives of a summary of the dataset, i.e. every data 

point is similarity one of the representatives. In data 

discovery and data reduction the concept of representatives 

are very much useful. In reality SMRS is certainly able to 

select representatives from complex data. Using video 

frames as data points, [20] showed that SMRS selected one 

or more representatives from each scene of the video.The 

results from [20] show that SMRS is successful at selecting 
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representatives. However, its complexity is just as large as 

SSC: O (tN3D).  

 

V. PROPOSED APPROACH 

 

In this paper we have proposed an hierarchical sparse 

representative (HSR) algorithm which splits the 

computation of SMRS into parts which are already defined 

in Algorithm 4.  With the proposed algorithm as shown in 

table 5 instead of splitting the computation of SMRS on the 

whole dataset, it is separately applied on two or more parts 

of the dataset. The representatives from the parts are added 

together. However the process can be repeated with only the 

found representatives, hence a hierarchical divide-and-

conquer strategy is applied. 

In HSR algorithm in order to achieve the required results, 

we require two parameters: the maximum number of 

representatives called Nrep and the branching factor h. For 

each recursion, the SMRS is applied on each of the h parts. 

The representatives from each of the parts are combined and 

HSR and is applied again if there are more representatives 

than Nrep. Using more parts reduces the computation load 

since SMRS is applied on a smaller dataset and also, 

increasing the maximum number of representatives reduces 

the computational load because HSR keeps applying SMRS 

until there are fewer representatives than the maximum. 

For the sake of empirical tests however we used only one 

recursion, Hence SMRS was applied on the parts and then 

applied once more on the representatives. In this way the 

results were very similar to the ones obtained by SMRS. 

Consequently, the parameter Nrep was not used. 

Furthermore, for all experiments in this research the 

branching factor will be h=2. 

 
Algorithm 5: Hierarchical Sparse Subspace Clustering 

 

VI. CONCLUSION 

 

Bridging gap between software and technology 

development, and social need is a great challenge. One of 

the main obstacles is the underlying metaphor of delivery 

and assumption of social scientist, potential of presenting 

relevant ideas and empirical analysis to meet the expectation 

that need to many practical insights. Complexity has 

become ubiquitous part of modern life. Complexity is the 

heart of many systems, from those that send astronauts into 

space to office desktop computers. The technologies that 

surround us embody complexity in both there form and 

function. While, to certain degree, these complexities cannot 

be avoided, it can be better managed, and must be if we are 

to develop systems that will allow users to have high levels 

of situation awareness when working with these systems. 

The journey into the world of algorithms begins with some 

preparation and back ground information. A typical 

algorithm takes a system from one state to another, possibly 

transitioning through a series of intermediate stage along the 

way. The presented paper provided a group of algorithms 

meant for subspace clustering with existing methods and a 

new approach was introduced. Algorithms shall be tested 

with the chosen application that is scalable in nature. 

Research work is attempted to conduct experiments with 

bench mark datasets which are readily available in the form 

of UCI machine learning repository over internet. Synthetic 

and real time data sets shall be tested and comparison will 

be carried out for experiments.  
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