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Abstract: -- Most of the real world applications such as Loan approval, Credit card fraud detection etc uses relational databases 

which contain multiple relations that are inter-linked with the help of primary and foreign keys.  It is very tricky to examine these 

applications with the help of traditional classification methods such as RIPPER and RIDOR. These methods are suitable for single 

relation and generate simple and comprehensible rules. But it cannot handle uncertainties and noises present in the real dataset. 

This paper presents a novel method for generating multi-relational classification model for mutagenesis prediction.  The classifier 

is constructed based on the fuzzy extension of the decision tree. The experimental results show the efficiency of the proposed 

method compared to the existing algorithms.  

 

Index Terms: - CrossMine, Multi relational classification, Mutagenesis, target relation, tuple id propagation.  

 

 
I. INTRODUCTION 

 

Today, the data collected from various real world 

applications are vast and stored in relational databases. The 

databases contain several relations which are connected by 

primary key and foreign key links. Many existing data 

mining algorithms are not appropriate for handling these 

databases because it focuses on single relation.  Therefore, 

the development of Multi Relational Data Mining (MRDM) 

has attracted many researchers. MRDM is suitable for 

variety of areas including bioinformatics, environmental 

science or engineering and healthcare, business data 

analysis, text and Web mining. The bioinformatics 

applications comprise of drug design, predicting 

mutagenicity and carcinogenicity and predicting protein 

structure and function, including genome scale prediction of 

protein functional class.  One important technique of 

MRDM is Multi Relational Classification (MRC).  The 

MRC categorize the data in target relation with the support 

of vital information stored in the remaining non-target 

relations.  The MRC either convert multi relational data into 

single flat data  by using  propositionalization  method or it 

uses  improved  version of the existing methods known as 

Upgrading method  to handle multiple database relations 

[1], [2]. The earlier method has numerous drawbacks. In this 

paper, a new method called Multi Relational model is 

constructed for    mutagenesis prediction based on Fuzzy 

decision Tree (MRFT). The proposed system is an 

improvement of fuzzy tree for treating multi relational data 

based on [3] and tuple- id propagation [4]. Fuzzy decision 

tree is an enhancement   of classical decision tree based on 

fuzzy set theory [5], [6].  The fuzzy   decision tree is  an 

effective method for extracting   knowledge presents in 

uncertain classification problems. 

 

A. Research Contributions 

We propose a method for generating Multi relational model 

for predicting mutagenesis data with the help of fuzzy tree. 

The research contributions are as follows 

• We improve the fuzzy decision tree for predicting 

mutagenesis multi relational data. 

• The architecture includes an efficient method known as 

Correlation based Feature Selection method to reduce the 

dimension search space size.  

• To improve the predictability of the classifier, K-nearest 

neighbor method is used to impute the missing values in the 

data. The rest of the paper is structured as follows. Section 2 

provides a summary of related works. Classification using 

multi relational fuzzy decision tree is discussed in section 3. 

Section 4 illustrates the experimental results of MRFT. 

Finally, section 5 concludes the paper. 

 

II. RELATED WORK 

 

Fuzzy decision tree is applied in various areas for different 

prediction problems. In [7], fuzzy decision tree has been 

applied for estimating recurrence of cancer disease and 

predicting survival of patient. This experiment was carried 

out using SEER breast cancer data set and the results were 

compared with Decision tree. From the performance results, 

it was found that, for cancer prognosis, hybrid fuzzy 
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decision tree classification was more robust and balanced 

than independently applied crisp classification algorithm. 

The fuzzy decision tree for analysis of gene expression data 

has been proposed in [8].  The proposed algorithm was 

compared with Radial basis function, Naïve Bayes classifier 

etc. The study was performed on five different data sets and 

outcomes show that fuzzy tree outperforms the classical 

algorithms on these data sets.  The protein model prediction 

based on extended fuzzy decision tree with spatial 

neighborhood features has been proposed in [9] and it 

achieves 90% accuracy on training data. A novel fuzzy tree 

for predicting protein active sites was proposed in [10]. 

Later, the proposed model was used for determining the 

functions of the protein molecules.  

 

III. PROPOSED SYSTEM 

 

The proposed system is shown in the Fig. 1. This system, 

first accepts the raw mutagenesis data from the user. And 

then it joins the target relation in the multi relational 

database with non-target relations by using class label 

propagation module. This module   transmits the class label 

value from the target relation to non-target relations in the 

database with the help of foreign key links.   

 

 
Fig 1:  Framework of MRFT System 

Next, the data processing module is used to refine the data 

by eliminating noises and inconsistencies in the dataset. By 

using correlation feature selection method [11], it chooses 

the most essential attributes in the dataset and removes the 

immaterial and redundant data.  Next, the missing values are 

filled with K-nearest neighbor method (KNN) [12]. Next, 

this reduced and complete data set is given as an input to the 

fuzzy tree phase. The  multi relational fuzzy  decision  tree  

induction  process  consists  of the  following  modules:  

A. Multi relational Fuzzy tree induction 

Before inducing the tree, the numerical values in the dataset 

are fuzzified into linguistic terms by using triangular 

membership function [13]. This is process is known as 

fuzzification. After fuzzification,   the algorithm for the 

multi relational fuzzy tree shown in the Fig. 2 is applied for 

predicting mutagenesis data. It generates the fuzzy tree with 

the help of class label propagation element. Next, the rules 

are extracted from this tree by tracing the path from root to 

leaf which is in the form of If- Then rules. Then it used to 

classify the previously unknown data 
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IV. PERFORMANCE ANALYSIS 

 

.The proposed system is implemented with WEKA tool [14] 

based on JAVA.  The experiments are executed on Intel 

Core i5 2.67 GHz with 4 GB RAM, running Windows 7. 

The estimation method used for this study is 10-fold cross 

validation method. The experiments are conducted on 

Mutagenesis dataset and the results are compared with the 

existing system CrossMine [15]. The parameters used for 

this analysis is shown in Table 1.   

 

Table 1. Parameter used 

 
 

A. Data Set 

Mutagenesis is a benchmark data set that consists of the 

structural details about 188 Regression friendly and 42 

Regression unfriendly molecules [16]. These molecules are 

to be classified as mutagenic or not. The total number of 

tuples in this dataset is 15,281. The data set includes two 

learning problems that are named as task 1 and task2. The 

task1 is to categorize 188 Regression friendly molecules. 

Out of 188 tuples, 125 tuples are positive and 63 are 

negative. The task2 is to classify all the Regression 

molecules apart from Regression Friendly or Regression 

unfriendly.  It contains 154 positive tuples and 76 negative 

tuples. The dataset also contain background relations such 

as atom, bond. 

A. Evaluation Measures 

The following measures have been chosen in order to 

evaluate the study 

    Accuracy: The percentage of correctly classified 

tuples given by  

           (1) 

 

 Sensitivity: True positive rate given by    
                                        

                                                                         (2) 
 

 Specificity - True negative rate given by   
                                   

           (3) 

 

 Rule set : Number of rules generated 

   Runtime: Induction time of the classifier in seconds 

 

C. Experimental Results 

The first experiment was conducted to measure the accuracy 

of the two classifiers on mutagenesis dataset and the results 

are shown in the Table 2. As seen by the table, the proposed 

system achieves highest accuracy for both classification 

tasks compared to CrossMine. 

Table 2.Accuracy of the Classifier 

 
The Table 3 shows the sensitivity and specificity values of 

the classifier. From this table, one can understand that 

MRFT is highly efficient in terms of sensitivity and 

specificity compared to CrossMine. 

 

Table 3.Sensitivity and Specificity 

Dataset MRFT CrossMine 

Sensitivity 

Task1 80.78 72.2 

Task 2 82.56 70.09 

Specificity 

Task1 82.11 68.89 

Task2 81.45 83,77 

The Fig.3 shows the number of rules generated by the 

classifier when 10-fold cross validation is used for 

mutagenesis dataset. This figure indicates that the proposed 

system generates less number of rules than CrossMine for 

task1 and task2. 

 
Fig 3: Rule Set generation 
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Runtime of the classifier is considered to be one of the 

important properties of machine learning algorithm.  From 

the Fig. 4 it can be observed that the proposed system runs 

faster than the earlier system for the mutagenesis prediction. 

 
 

V. CONCLUSION 

 

This paper introduced a novel method for classifying the 

multi relational data using upgrading approach. The method 

is based on fuzzy decision tree which has been applied in 

various applications. In this work, fuzzy tree is used for 

predicting multi relational mutagenesis data. The Proposed 

MRFT achieved high accuracy and efficiency in term of 

sensitivity, specificity, run time and rule generation when 

compared with well-known multi-relational learning 

algorithm.  
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