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Abstract: - The information present in the unstructured dataset are often inaccurate in nature.In this paper we examine the 

problem of  preserving the mining result for a dataset that is changing by pushing a new tuple into the dataset. The problem is 

technically difficult because an uncertain[14] dataset contains an exponential number of possible worlds. To overcome this problem 

we proposed a KNN (k-nearest neighbor) algorithm to get the content of each review.Here we need to apply k-value based on that 

display the review with the classification. All our approaches support both tuple and attribute uncertainty, which are two common 

uncertain data set models. 
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I. INTRODUCTION  

The dataset used in applications are unstructured consider 

the example of political related twitter dataset we need to 

classify the different categories of tweets into whether the 

tweet is positive or  negative. Dataset, contain statistical 

information for predicting  a Probability of each reviews. 

In structured information extractors, confidence values 

are appended to rules for extracting patterns from 

unstructured data. To meet the increasing application 

needs of handling a large amount of uncertain data, 

uncertain databases have been recently developed. Our 

application, which carries probabilistic information about 

reviews. Particularly, the political related twitter reviews 

details of users are recorded. The review associated with 

each user is related to different category of predict which 

review having higher probability of type of massage 

.represents the probability of each review that a user may 

predict positive or negative rating of all reviews. These 

probability values may be obtained by analyzing the 

users’ twitter data set .For instance, if users made reviews 

in twitter post we are collecting dataset based on that 

dataset we are analyzing data using KNN algorithm by 

finding the Euclidean distances of the tweets we need to 

rank for the each new tweet entered into the dataset by 

applying the k-value the tweet which is near to k-value 

will be treated as positive other tweet will categorize as 

negative This attribute-uncertainty , which is well-studied 

in the literature, associates confidence values with data 

attributes. 

 

   

       

      

II.   RELATED WORK 

 

Data processed in emerging applications, such as site-

based services, sensor monitoring systems and data 

integration, are often inaccurate. In this paper, the 

important problem of extracting sets of frequent objects 

from a large uncertain database, interpreted under the 

possible World Seminar (PWS)[14] is presented. This 

problem is technically difficult because an uncertain 

database contains an exponential number of possible 

worlds. By observing that the mining process can be 

modeled as a binomial distribution of Poisson, an 

algorithm has been developed, which makes it possible to 

discover efficiently and precisely sets of frequent objects 

in a very uncertain database. A  number of indirect data 

collection methodologies have led to the proliferation of 

uncertain data. Such databases are much more complex 

because of the additional challenges of representing the 

probabilistic information. In this paper, we provide a 

survey of uncertain data mining and management 

applications. We will explore the various models utilized 

for uncertain data representation. In the field of uncertain 

data management, we will examine traditional [3] 

database management methods such as join processing, 

query processing, selectivity estimation, OLAP queries, 

and indexing. 

The problem of frequent pattern mining with uncertain 

data. We will show how broad classes of algorithms can 

be extended to the uncertain data setting. In particular, 

we will study candidate generate-and-test algorithms, 
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hyper-structure algorithms and pattern growth based 

algorithms. One of our insightful observations is that the 

experimental behavior of different classes of algorithms 

is very different in the[2] uncertain case as compared to 

the deterministic case. In particular, the hyper-structure 

and the candidate generate-and-test algorithms perform 

much better than tree-based algorithms. This counter-

intuitive behavior is an important observation from the 

perspective of algorithm design of the uncertain variation 

of the problem. We will test the approach on a number of 

real and synthetic data sets, and show the effectiveness of 

two of our approaches over competitive techniques. 

 ULDBs, an extension of relational databases with simple 

yet expressive constructs for representing and 

manipulating both lineage and uncertainty. Uncertain 

data [5] and data lineage are two important areas of data 

management that have been considered extensively in 

isolation, however many applications require the features 

in tandem. Fundamentally, lineage enables simple and 

consistent representation of uncertain data. 

Probabilistic frequent item set mining in uncertain 

transaction databases semantically and computationally 

differs from traditional techniques applied to standard 

“certain” transaction databases. The consideration of 

existential uncertainty of item(sets), indicating the 

probability that an item(set) occurs in a transaction, 

makes traditional techniques[6] inapplicable. In this 

paper, we introduce new probabilistic formulations of 

frequent item sets based on possible world semantics. In 

this probabilistic context, an item set X is called frequent 

if the probability that X occurs in at least min Sup 

transactions is above a given threshold τ . 

Frequent item set mining has been a focused theme in 

data mining research and an important first step in the 

analysis of data arising in a broad range of applications. 

The traditional exact model for frequent[9] item set 

requires that every item occur in each supporting 

transaction. However, real application data is usually 

subject to random noise or measurement error, which 

poses new challenges for the efficient discovery of 

frequent item set from the noisy data. 

 

III.   METHODOLOGY 

  

i)Proposed system: 

By applying the KNN algorithm effectively discovered  

frequent item sets in large unstructured dataset.  We also 

examine the results by inserting the new tuple of data into 

the dataset which reduces the time Based upon the k-

value we can classify the review with the any of the 

category .This approaches support tuple and attribute 

uncertainty. 

 

Naïve bayes algorithm: 

Naive Bayes is a basic strategy for developing classifiers: 

models that dole out class marks to issue occurrences, 

spoke to as vectors of highlight esteems, where the class 

names are drawn from some limited set. It isn't a solitary 

calculation for preparing such classifiers, however a 

group of calculations in light of a typical rule: all 

innocent Bayes classifiers accept that the estimation of a 

specific component is autonomous of the estimation of 

some other element, given the class variable. For 

instance, a natural product might be thought to be an 

apple on the off chance that it is red, round, and around 

10 cm in distance across. An innocent Bayes classifier 

considers every one of these highlights to contribute 

freely to the likelihood that this natural product is an 

apple, paying little heed to any conceivable connections 

between's the shading, roundness, and distance across 

highlights.  

 
Fig1.Illustration example of naïve bayes algorithm 

To explain the approach used in naïve bayes 

classification consider the above example the objects are 

classified as Green or red. Our aim is to classify the 

whether new tasks coming to decide to which that new 

task classify based on the current objects. Since there are 

twice the same number of GREEN protests as RED, it is 

sensible to trust that another case (which hasn't been 

watched yet) is twice as liable to have enrollment 

GREEN instead of RED. In the Bayesian investigation, 

this conviction is known as the earlier likelihood. Earlier 

probabilities depend on past involvement, for this 

situation the level of GREEN and RED items, and 

regularly used to anticipate results before they really 

happen. 

We need to find the probability of the green and red 

objects as 

Prior Probability of green=No of green objects/Total 

number of objects 

Prior probability of red=NO of red objects/Total number 

of objects 
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 The above diagram shows the if new object come to the 

view we need to classify that object to which class the 

object belongs Having planned our earlier likelihood, we 

are currently prepared to arrange another question 

(WHITE circle). Since the items are all around grouped, 

it is sensible to accept that the more GREEN (or RED) 

protests in the region of X, the more probable that the 

new cases have a place with that specific shading. To 

quantify this probability, we draw a hover around X 

which incorporates a number (to be picked from the 

earlier) of focuses regardless of their class names. At that 

point we figure the quantity of focuses in the hover 

having a place with each class name. From this we 

ascertain the probability: 

Probability of X given Green=no of green in the circle of 

x\Total no of green cases 

Probability of x given Red=no of red in the circle of 

x\Total no of red cases 

We classify the new element as Red since its class 

achieves the larger probability. 

 

KNN Algorithm: 

The Knn algorithm we are using to categorize the tweets 

to which category it belongs. Based upon the k-value the 

new tuple of data inserted into the dataset we can classify 

the dataset to which category it belongs 

  

 

 

For each n in c 

 

End 

 

 

 

The following are the steps we need to follow while 

implementing KNN algorithm As a simple illustration of 

a k-means algorithm, consider the following data set 

consisting of the scores of two variables on each of seven 

individuals: 

Subject A B 

1 1.0 1.0 

2 1.5 2.0 

3 3.0 4.0 

4 5.0 7.0 

5 3.5 5.0 

6 4.5 5.0 

7 3.5 4.5 

This data set is to be grouped into two clusters.  As a first 

step in finding a sensible initial partition, let the A & B 

values of the two individuals furthest apart (using the 

Euclidean distance measure), define the initial cluster 

means, giving: 

 

 

  

Individual 

Mean 

Vector 

(centroid) 

Group 1 1 (1.0, 1.0) 

Group 2 4 (5.0, 7.0) 

The remaining individuals are now examined in sequence 

and allocated to the cluster to which they are closest, in 

terms of Euclidean distance to the cluster mean. The 

mean vector is recalculated each time a new member is 

added. This leads to the following series of steps: 

   Cluster 1 Cluster 2 

Step Individual 

Mean 

Vector 

(centroid) 

Individual 

Mean 

Vector 

(centroid) 

1 1 (1.0, 1.0) 4 (5.0, 7.0) 

2 1, 2 (1.2, 1.5) 4 (5.0, 7.0) 

3 1, 2, 3 (1.8, 2.3) 4 (5.0, 7.0) 

4 1, 2, 3 (1.8, 2.3) 4, 5 (4.2, 6.0) 

5 1, 2, 3 (1.8, 2.3) 4, 5, 6 (4.3, 5.7) 

6 1, 2, 3 (1.8, 2.3) 4, 5, 6, 7 (4.1, 5.4) 

Now the initial partition has changed, and the two 

clusters at this stage having the following characteristics: 

   

  Individual 

Mean 

Vector 

(centroid) 

Cluster 

1 
1, 2, 3 (1.8, 2.3) 

Cluster 

2 
4, 5, 6, 7 (4.1, 5.4) 
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 But we cannot yet be sure that each individual has been 

assigned to the right cluster.  So, we compare each 

individual’s distance to its own cluster mean and to 

that of the opposite cluster. And we find: 

Individual 

Distance 

to mean 

(centroid) 

of 

Cluster 1 

Distance 

to mean 

(centroid) 

of 

Cluster 2 

1 1.5 5.4 

2 0.4 4.3 

3 2.1 1.8 

4 5.7 1.8 

5 3.2 0.7 

6 3.8 0.6 

7 2.8 1.1 

Only individual 3 is nearer to the mean of the opposite 

cluster (Cluster 2) than its own (Cluster 1).  In other 

words, each individual's distance to its own cluster mean 

should be smaller that the distance to the other cluster's 

mean (which is not the case with individual 3).  Thus, 

individual 3 is relocated to Cluster 2 resulting in the new 

partition: 

  Individual 

Mean 

Vector 

(centroid) 

Cluster 

1 
1, 2 (1.3, 1.5) 

Cluster 

2 

3, 4, 5, 6, 

7 
(3.9, 5.1) 

 The iterative relocation would now continue from this 

new partition until no more relocations occur.  However, 

in this example each individual is now nearer its own 

cluster mean than that of the other cluster and the 

iteration stops, choosing the latest partitioning as the final 

cluster solution. 

Also, it is possible that the k-means algorithm won't find 

a final solution.  In this case it would be a good idea to 

consider stopping the algorithm after a pre-chosen 

maximum of iterations. 

 

ii) Architectural design: 

The below is the architecture design of the overall system 

in this system first we need to read the dataset into the 

system After loading to system we need to analyze the 

tweets need to categorize based on categorize and KNN 

algorithm to classify the tweets and By using KNN 

algorithm for the new pattern we need to categorize to the 

particular domain 

 
  

iii) Experimental details: 

The experimental details here we taking the example of 

political related dataset collected based upon the tweets. 

After considering the tweets here we need to consider the 

all the tuples of data after that we need to categorize the 

tweets into different categorize here we are using the 

KNN algorithm for the these dataset. The dataset can be 

collected by UCI machine learning repository. 

 

IV. RESULTS 

 

We are showing the comparisons results of the naïve 

bayes and knn algorithm. In the naïve bayes algorithm 

just we are finding the probability of the tweets by   the 

total number of tweets/frequency of each categories of 

tweet. In the KNN algorithm after classify the tweets we 

are finding the probability as ranking and based on the k-

value we are finding the new category. 

I. The following is the results shown for the dataset taken 

as political related twitter data as by applying naive bayes 

algorithm. 

 
 

 

                                                                                                                                     598



 

ISSN (Online) 2394-2320 

 

International Journal of Engineering Research in Computer Science and Engineering  

(IJERCSE)  
Vol 5, Issue 4, April 2018 

 

 

 

 

 

The above screenshot shows the probality of finding the 

dataset by using Naïve bayes algorithms 

II .The following results shows for the political related 

dataset generated by using KNN algorithm 

 
The above diagram shows for the new tuple of data enter 

 
The above diagram shows for the category to which new 

tuple categorized. From the above results we can 

concluded that  knn algorithm is showing best results 

compared to the Naïve bayes. 

      

IV. CONCLUSION 

 

In this paper, we propose a Naive Bayes calculation to 

remove  In this paper, we propose a KNN algorithm to 

extract reviews from large uncertain datasets. Our 

experimental results show that these algorithms are 

highly efficient and accurate. They support both attribute- 

and tuple uncertain data. We will examine how to use the 

KNN algorithm to develop other mining algorithms (e.g. 

Classification) on uncertain data. We are collecting data 

from twitter and storing it in dataset, applying KNN 

algorithm on that data set we are considering main 

attribute from dataset we are getting probability of each 

type of reviews. Predicting result as either good or bad 

about reviews. Here we are applying KNN algorithm to 

get the content of each review. Here we need to apply k-

value based on that display the review with the 

classification. All our approaches support both tuple and 

attribute uncertainty 
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