
ISSN (Online) 2394-2320 
 

International Journal of Engineering Research in Computer Science and Engineering  

(IJERCSE)  

Vol 5, Issue 3, March 2018 

 

          453  

 

An approach for classification of plant leaf disease 

using back propagation neural network 
 

[1] 
V.Gayathri, 

[2] 
S.Sakkaravarthi 

[1] 
Final Year PG CSE Student, 

[2]
Asst. Prof of CSE 

[1][2] 
Sree Sowdambika College of Engineering, Aruppukottai, Tamilnadu State, India                                                                                                                                                          

  

Abstract – In rural field loss of yield for the most part happens because of broad of ailment. Generally the discovery and 

recognizable proof of the ailment is seen when the ailment advances to extreme stage. The framework is proposed to recognize and 

characterize the infections in leaf utilizing the picture handling procedures beginning from picture securing, pre-preparing, 

preparing and testing. . Picture handling strategies for this sort of choice examination includes preprocessing, highlight extraction 

and characterization arrange. At Processing, an info picture will be resized and area of intrigue choice performed if necessary. 

Here, shading and surface highlights are extricated from a contribution for arrange preparing and order. Shading highlights like 

mean, standard deviation of HSV shading space and surface highlights like vitality, complexity, homogeneity and relationship. . 

Highlights are extricated by the GLCM. BPN-FF classifier will be utilized for arrangement in view of learning with the preparation 

tests and along these lines giving the data on the irregularity (Early leaf spot, late leaf spot). The framework will be utilized to 

characterize the test pictures naturally to choose leaf either variation from the norm or great one. 
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1. INTRODUCTION 
 

Horticulture is changing social and financial condition 

day today. Inappropriate administration prompts 

misfortune in farming products.The agrarian land mass is 

something other than being a sustaining sourcing in this 

day and age. Indian economy is exceedingly needy of 

rural productivity.Therefore in field of agribusiness, 

identification of sickness in plants assumes a vital part. To 

distinguish a plant leaf sickness in extremely starting 

stage, utilization of programmed infection recognition 

method is gainful. For example an infection named little 

leaf illness is an unsafe malady found in pine trees in 

United States. The influenced tree has a hindered 

development and passes on inside 6 years. Its effect is 

found in Ala-bama, Georgia parts of Southern US. In such 

situations early location could have been productive. This 

paper proposes a framework which can give more precise 

outcomes identified with the recognizable proof and 

characterization of illness . Here, the caught picture is 

first preprocessed to resize it and after that changed over 

to HSI shading space arrange by utilizing division. 

 

The highlights, for example, significant pivot, minor hub, 

erraticism are extricated from the picture. In the last 

advance, these highlights are given to the classifier to 

order the infection happened on the leaf. The current 

technique for plant sickness discovery is essentially bare 

eye perception by specialists through which recognizable 

proof and location of plant. Such harvests caused by 

organisms, microorganisms, infections.  

 

Leafs are diverse illnesses characterization procedures 

utilized for plant leaf infection discovery and a calculation 

for picture division strategy that can be utilized for 

programmed recognition and additionally order of plant 

leaf maladies. Malady administration is a testing errand. 

Colossal quantities of malady are seen on leafs or stems 

of plant.  

 

1. To distinguish plant leaf.  

2. To evaluate influenced zone by infection.  

3. To discover the limits of the influenced region.  

4. To decide the shade of the influenced region  

5. To decide estimate and state of leaf  

 

In the last advance, these highlights are given to the 

classifier to characterize the malady happened on the 

leaf.The fundamental strides of hereditary calculation are 

as per the following:  

(1) [Start] Generate irregular populace of n chromosomes 

(appropriate answers for the issue).  

 

(2) [Fitness] Evaluate the wellness f(x) of every 

chromosome x in the populace.  

 

(3) [New population] Create another populace by 

rehashing  

Following strides until the point when the new populace 

is finished. (a) [Selection] Select two parent chromosomes 

from: 
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(a) populace as indicated by their wellness (the better 

wellness, the greater opportunity to be chosen).  

 

(b) [Crossover] With a hybrid likelihood traverse the 

guardians to shape another posterity (kids). In the event 

that no hybrid was performed, posterity is a precise of 

guardians.  

 

(c) [Mutation] With a transformation likelihood change 

new posterity at each position chromosome.  

 

(d) [Accepting] Place new posterity in another populace.  

 

(4) [Replace] Use new produced populace for a further 

keep running of calculation.  

 

(5) [Test] If the end condition is fulfilled, stop, and restore 

the best arrangement in current populace.  

 

(6) [Loop] Go to stage 2.  

 

2. FUNDAMENTAL STEPS OF ALGORITHM 

 

Right off the bat, the RGB pictures of leafs are 

required.Then RGB pictures are changed into Hue 

Saturation Intensity (HSI) by shading space 

representation.Back propogation is a typical technique for 

preparing a neural network.The Image changed over RGB 

to HIS. 

 

 
2.1 Image Preprocessing 

Preprocessing normal name for task with pictures at the 

most reduced level of reflection both info and outputare 

power images.the point of preprocessing is change of the 

picture that smothers undesirable diversion or improves 

some picture featuers critical for additionally handling. 

The procedure of picture accumulation and heaps of data 

may bring commotion which may effectively lead from 

working and sparing to the picture would make the nature 

of picture dropped, in this way influences following of 

maladies. To perform de noising various types of decrease 

procedure are material .By picking the proper edge, 

medium channel perform better with the salt and pepper 

clamor. The picture will have dim pixel in brilliant district 

and will have splendid pixel in dull locale, when it has 

salt and pepper.  

 

2.2 Image Segmentation  

As indicated by the district of intrigue, the picture will be 

sectioned into various parts. To separate the picture into 

same important area is the picture division. It is a 

parceling which depends on bunching technique is a 

picture division strategy. By of the protest in the group, 

each bunch is spoken to. As medoids is less impacted by 

diagrams or other extraordinary qualities than the mean, 

standard deviation. picture division is the way toward 

apportioning a computerized picture into various sections 

(sets of pixels, otherwise called super-pixels). The 

objective of division is to streamline as well as change the 

portrayal of a picture into something that is more 

important and simpler to break down.  

 

2.3 Feature extraction:  

GLCM(gray level co occurance network)  

A co occurance network is characterized affirm a picture 

to be the conveyance of co happening esteems at a given 

offset.the glcm is made from a dark scale Image.the glcm 

is ascertains how regularly a pixel with dim level esteem I 

happens either horizontally,vertically or diagnolly to 

nearby pixels with the esteem j.  

 

GLCM bearing of examination  

 

                            

 

                            

 

3.Diagonal  

 

                                            

 

                                          

 

glcm is an examining how much a leaf parts are 

influenced. GLCM surface thinks about the connection 

between two pixels at any given moment, called the 

reference and the neighbor pixel. In the delineation 

underneath, the neighbor pixel is been the one toward the 

east (ideal) of each reference pixel. This can likewise be 
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communicated as a (1,0) connection: 1 pixel in the x 

bearing, 0 pixels in the y course. Every pixel inside the 

window turns into the reference pixel thusly, beginning in 

the upper left corner and continuing to the lower right. 

Pixels along the correct edge have no correct hand 

neighbor, so they are not utilized for this check.  

 

Some glcm features are; 

1.Energy 

  
 

2.Entropy 

  
 

3.Contrast 

  
 

4.Homogenitity  

 
 

5.Correlation 

  
 

 

2.4 Classification based on classifier: 

1)Backpropagation is a technique utilized as a part of 

manufactured neural system to ascertain the blunder 

commitment of every neuron after a group of information 

(e.g. in picture acknowledgment, various pictures) is 

prepared. This is utilized by a wrapping streamlining 

calculation to modify the heaviness of every neuron, 

finishing the learning procedure for that case.  

 

1.The Backpropogation neural system is multilayered, 

feedforward neural system.  

 

2.It is a most broad techniques utilized for administered 

preparing of multilayered neural systems  

 

3.The Backpropagation organize has two phases, 

preparing and testing.  

 

4.Backpropagation neural systems can have in excess of 

one shrouded layer.For doing bunching fittingly, the hunt 

capacity of GAs can be utilized, to set of unlabeled 

focuses in N-measurement into K groups. On picture 

information, we have connected a similar thought in our 

propose  

 

We have taken a shading picture of size m X n and each 

pixel has Red, Green and Blue components.Every 

chromosome demonstrates an answer, which is a 

succession of K group focuses. Populace is instated in 

different adjusts arbitrarily and from existing 

chromosome best chromosome gets by in each round for 

the following round preparing.  

 

In the initial step of wellness calculation the dataset of 

pixel is grouped by closest separate bunch focuses to such 

an extent that every pixel xi of shading picture is  put into 

the individual bunch with bunch focus zj for j = 1, 2, . . ., 

K by the accompanying EquationsIf ||xi _ zj|| < ||xi _ zl||; I 

= 1; 2; . . . ;mx n; l =1; 2; . . . ; K; and p – j:  

 

Presently the wellness work is registered by figuring 

Euclidean separation between the pixels and their 

particular Computing the highlights utilizing shading 

cooccurrence system For include extraction the technique 

utilized is shading cooccurrence strategy. It is the strategy 

in which both the surface and shade of a picture are 

considered, to go to the exceptional highlights, which 

demonstrates that image.Over the customary dim scale 

portrayal, in the unmistakable light range, the utilization 

of shading picture highlights gives a move forward extra 

component for picture trademark. There are three 

noteworthy scientific procedures in the shading 

cooccurrence strategy. Initially, transformation of the 

RGB pictures of leaves is done into HIS shading space 

portrayal. After finishing of this procedure, to create a 

shading co-event grid, every pixel outline utilized, which 

comes about into three shading cooccurrence lattices, one 

for every one of H, S, I.Features called as surface 

highlights, which incorporate Local homogeneity, 

differentiate, group shade, Energy, and bunch noticeable 

quality are figured for the H picture as given  
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1.Mean  

 

2.Standard deviation  

 

3.Contrast  

 

4.Energy  

 

5.Homo genetity  

 

The Processing procedures surely help ranchers in all 

Computer handling Systems are created for agrarian 

applications, for example, identification of leaf infections, 

natural products illnesses and so on. In every one of these 

strategies, computerized pictures are gathered utilizing an 

advanced camera and picture preparing methods are 

connected on these pictures to separate valuable data that 

are essential for assist examination. Computerized Image 

preparing is utilized for the usage which will take the 

picture as info and afterward perform expected yield. 

Utilization of PC vision and picture the regions of 

agribusiness exercises . 

 

2.5 BANANA LEAF DISEASE NAME 

 

HAPLOBASIDIUM 

 
 MYCOSPHAERELLA 

 

BLACK SIGATOKA      

                                                                              
   

CORDANA 

 
 

YELLOW SIGATOKA 

 
  

BLACK LEAF STREAK 

 
  

BANANA MOSAIC VIRUS 
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3.DIGITAL IMAGE PROCESSING IN DETECTING 

PLANT DISEASE 

 

Digital   image   processing   is   the   use   of computer 

algorithms to perform image processing on digital images. 

An image may be defined as a two- dimensional function, 

f(x,  y),  where  x  and  y  are spatial (plane) coordinates, 

and the amplitude of at any pair of coordinates (x, y) is 

called the intensity or grey level of the image at that point. 

When x, y and  the  intensity  values of f are  all  finite,  

discrete quantities,  we  call  image  a  digital  image.  

Digital image is composed of a finite number of elements, 

each of which has a particular location and value.  These 

elements are referred to as picture elements, image 

elements,  pels,  and  pixels.  Pixel is the term most 

widely used to denote the elements of a digital image.  

Vision is the most advanced of our senses, so it is not 

surprising that images play the single most important role 

in human perception. DIP is the use of    computer    

algorithms    to    create process, communicate, and 

display digital images.  

The  input  of that  system is a  digital image and  the  

system  process  that  image  using  efficient algorithms, 

and gives an image as an output.the process of digital 

image processing is defined in the form of phases. Image 

Acquisition Image Pre- Processing Image  Segmentation  

Feature  Extraction Classification based on classifier. 

 

 

4.EXPECTATION RESULTS 

 

 
4.1 pick on image file 

 

 
4.2 Input image 

 

 
4.3 RGB to HIS conversion 

  

 
4.4 Gray conversion 
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4.5 Decomposition 

 

 
4.6 Segmentation images 

 

4.7 color and texture feature 

 

Color and Texture Features 
 Leaf 1 
 (haplobasidium

) 
  

  

   

Mean of Hue  0.6825 
   

Mean of Saturation  0.os74 
   

Standard Deviation of Hue  0 
   

Standard Deviation of  0 

Saturation   

Kurtosis of Hue  2.7769 
   

Kurtosis of Saturation  1.5787 
   

Skewness of Hue  0.0585 
   

Skewness of Saturation  -0.1684 
   

Energy LH1  0.0002 
   

Contrast LH1  0.0195 
   

Correlation LH1  0.0002 
   

Homogeneity LH1  0.0006 
  

 

 

 
4.8 Disease Name 

 
4.9 classification accuracy 
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5.CONCLUSION 

 

In this paper, identification and  classification of the leaf 

diseases using  the  image  processing  techniques starting 

from image acquisition, preprocessing, training and 

testing of the  leaf images are done. The  proposed an 

image-processing are used to automatically classify the 

normal or diseased leaves. Feature extraction is achieved  

through  Gray level co occurance matrix (GLCM). BPN-

FF classifier will be used for classification based on 

learning with the training samples and thereby providing 

the information on the abnormality. 

 

          In our future work,in addition to banana leaf,we 

have planned to expand it to other plants like mango, 

potato etc., and we are working on to include more 

diseases and the number of samples in our database to 

increase the accuracy rate of disease identification. 
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