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Abstract: - Data Mining is   an interdisciplinary field that aims to extract knowledge or insights from data in various forms, either 

structured or unstructured.  Classification is a supervised learning approach of data mining and It is used to classify huge data. 

WEKA is powerful machine learning tool that contains many inbuilt algorithms to extract knowledge. In this paper we tried to 

analyze the performance of two built in Bayes type of Classification algorithms (Bayes Net, Naïve Bayes) in WEKA tool using Bank 

Marketing Dataset which is extracted from UCI Repository. It has been observed that Bayes Net classification algorithm  

performed better compared to Naïve Bayes algorithm. 

 

Index Terms- Classification, Knowledge, Naïve Bayes, WEKA, Confusion Matrix. 

         

I. INTRODUCTION    

 

A. WEKA TOOL 

The Waikato Environment for Knowledge Analysis (Weka) 

is a machine learning toolkit introduced by Waikato 

University, New Zealand. It is open source software written 

in Java. It contains collection of machine learning 

algorithms for data mining tasks. The algorithms can either 

be applied directly to a dataset or called from your own 

Java code. Weka contains tools for data pre-processing, 

classification, regression, clustering, association rules, and 

visualization. It is also well-suited for developing new 

machine learning schemes. 

 

B. Data Mining 

We are in an age often referred to as the information 

age.[1][2]  We believe that information leads to power and 

success. With the enormous amount of data stored in files, 

databases, and other repositories, it is important to develop 

powerful means for analysis and interpretation of such data 

and for the extraction of interesting knowledge that could 

help in decision-making. 

Data Mining, also popularly known as Knowledge      

Discovery in Databases (KDD) is defined as       extraction 

of nontrivial, implicit, previously unknown and potentially 

useful information from data in databases. 

 

 

C. Classification 

Classification is a supervised learning model of data mining 

function that create the classification model by using 

training dataset and classify the test data using that model 

[1][2]. The Classification process involves following steps:  

a. Create training data set.  

b. Identify class attribute and classes.  

c. Identify useful attributes for classification.  

d. Learn a model using training examples in Training set.  

e. Use the model to classify the unknown data 

 

There are many built-in Bayes classification algorithms in 

Weka tool(Bayes Net, Naïve Bayes)     

1. Bayes Net Algorithm 

It is popular algorithm in data classification. A Bayesian 

network is a probabilistic graphical model that represents a 

set of variables and their conditional dependencies via a 

directed acyclic graph (DAG)[1][2].  

A Bayesian network B =< N, A, 0 > is a directed acyclic 

graph (DAG) with a conditional probability distribution (CP 

table) for each node, collectively represented by e. Each 

node n belongs to N represents a domain variable, and each 

arc a belongs to A between nodes represents a probabilistic 

dependency. In general, a BN can be used to compute the 

conditional probability of one node, given values assigned to 

the other nodes; hence, a BN can be used as a classifier that 

gives the posterior probability distribution of the 

classification node given the values of other attributes. 
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When learning Bayesian networks from datasets, we use 

nodes to represent dataset attributes. In this algorithm, 10 

Fold Cross Validation is used as a test option in weka tool 

to analyze bank dataset. 

2. Naïve Bayes Algorithm 

The Naive Bayes classification algorithm is a probabilistic 

classifier[1][2]. It is based on probability models that  

incorporate strong independence assumptions. The 

independence assumptions often do not have an impact on 

reality. Therefore they are considered as naive.You can 

derive probability models by using Bayes' theorem 

(credited to Thomas Bayes). Depending on the nature of 

the probability model, you can train the Naive Bayes 

algorithm in a supervised learning setting.In this algorithm, 

10 Fold Cross Validation is used as a test option in weka 

tool to analyze bank dataset.  

 

D. Bank Marketing Dataset [3] 

Bank dataset is collected from UCI Web resource.This data 

is related with direct marketing campaigns of a Portuguese 

banking institution.Here The classification goal is to 

predict whether the client will subscribe a term deposit or 

not. 

Number of Instances: 45211  

Number of Attributes: 16 + output attribute. 

Attribute information: (bank client data) 

1 - age (numeric) 

2 - job : type of  job (categorical: "admin." ,"unknown" 

,"unemployed","management","housemaid","entrepreneur",

"student","blue-collar","self employed", "retired" 

"technician" ,"services")  

 3 – marital : marital status (categorical: "married", 

"divorced", "single"; note: "divorced" means divorced / 

widowed) 

 4 – education (categorical: "unknown", "secondary", 

"primary", "tertiary") 

 5 - default: has credit in default? (binary: "yes", "no") 

 6 - balance: average yearly balance, in euros (numeric)  

 7 - housing: has housing loan? (binary: "yes", "no") 

 8 - loan: has personal loan? (binary: "yes", "no")    

 9 - contact: contact communication type (categorical: 

"unknown", "telephone","cellular")  

 10 - day: last contact day of the month (numeric) 

 11 - month: last contact month of year (categorical: "jan", 

"feb", "mar", ..., "nov", "dec") 

12 - duration: last contact duration, in seconds (numeric) 

  # other attributes: 

13 - campaign: number of contacts performed during this 

campaign and for this client (numeric, includes last contact) 

14 - pdays: number of days that passed by after the client 

was last contacted from a previous campaign (numeric, -1 

means client was not previously contacted) 

 15 - previous: number of contacts performed before this 

campaign and for this client (numeric) 

 16 - poutcome: outcome of the previous marketing 

campaign (categorical: "unknown", "other", "failure", 

"success") 

Output variable (desired target): 

17 - y - has the client subscribed a term deposit? (binary: 

"yes", "no") 

 

II. LITERATURE SURVEY 

 

In paper [5], authors explore the performance evaluation of 

Naïve Bayes, Logistic Regression and Decision tree, 

Random forest using datasets (Pima Indian Diabetes data 

from UCI Repository). Naïve Bayes algorithm is depending 

probability; it is fast and stable to data changes. Logistic 

Regression, calculate the relationship of each feature and 

weights them based on their impact on result. Random forest 

algorithm is an ensemble algorithm, fits multiple trees with 

subset of data and averages tree result to improve 

performance and control over-fitting. Decision tree can be 

nicely visualized uses binary tree structure with each node 

making a decision depending upon the value of the feature 

[1][2]. Finally they concluded with a comparative evaluation 

of Naïve Bayes, Logistic Regression, Decision tree and 

Random Forest in the context of Pima Indian Diabetes 

Dataset 

 

In this paper [4],  authors  presented  a systematic analysis of 

twenty four performance measures used in thecomplete 

spectrum of Machine Learning classification tasks, i.e., 

binary, multi-class,multi-labelled, and hierarchical.For each 

classification task, the study relates a set of changes in a 

confusion matrix to specific characteristics of data. In this 

paper [6], authors have comparatively tested four 

classification algorithms to find the optimum algorithm for 

classification. The Credit Card Approval dataset has been 

used for experimental purposes that contain 690 instances 

with 15 attributes and 1 class attribute to test and justify the 

differences among classification algorithms. The four 

classification algorithms are – Decision Tree (DT), Naïve 

Bayes‟ (NB), Artificial Neural Network (ANN) and Support 

Vector Machine (SVM).  

 

In this paper[7], authors explains the analysis of 

classification and clustering using some terms like Kappa 

Statistics ,Mean Absolute Error , Confusion Matrix 

,Classification Accuracy correctly classified, incorrectly 

classified ,root mean square error for different algorithms of 

classification and clustering. This paper considers the most 
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extensively used tools, WEKA tool for this analysis 

purpose. The training and testing is performed for this 

analysis. In this paper[8] Authors compared well 

performing classification algorithms such as Naïve Bayes , 

decision tree (J48), Random Forest, Naïve Bayes Multiple 

Nominal, K-star and IBk. Data that they have used is 

Student dataset and gauge students’ potential based on 

various indicators like previous performances and in other 

cases their background to give a comparative account on 

what method is the best in achieving that end. They 

discussed about  various  statistical measure used to 

calculate the performance of each classifier. 

 

III. IMPLEMANTATION 

 

In this implementation, various Bayes Classification 

Algorithms performance is analyzed by using WEKA Tool. 

WEKA version 3.8.2 has been used to implement and 

execute the classification algorithms. The Bank Marketing 

Dataset from UCI repository has been utilized to pursue the 

analysis and this dataset is in .csv format.  

When we startup Weka 3.8.2 software, starting window 

shows multiple options like Explorer, Experimenter, 

Knowledge Flow, Workbench, Simple CLI. In this Test, 

The Explorer has been used. 

 

The Explorer[9] is used to 

• Gives access to all facilities of Weka using menu 

selection and form filling 

• Prepare the data, open the Explorer and load the data 

• Flip back and forth between results, evaluate models 

built on different datasets and visualize graphically both 

and models and datasets, including classification errors 

A. Execution Procedure: 

In Weka tool The Explorer option has been chosen for this 

performance analysis. Bank Marketing dataset is analyzed 

in two steps namely Preprocess and Classify. Fig.1 shows 

the weka Explorer environment in a clear manner. 

 
Fig.1. Weka  Explorer Interface 

 

 

1. Preprocess 

 After starting Weka Explorer,  first dataset location will be 

selected and loaded  and then filter the attributes by using 

supervised attribute selection option. After filtering, it has 

been identified that only 6 among the 17 attributes have 

chosen for classification. This step is common for all 

classification algorithms. First dataset will be selected and 

loaded into weka tool form computer. Fig.2 shows the 

selecting and loading of dataset into weka form computer. 

 
Fig.2 Selecting and loading Dataset from Computer 

 
Fig.3 Showing Dataset in Weka 

 
Fig.4. Selecting Filter Option to Preprocess dataset in 

Weka 
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Fig.5. List of attributes after Filtering in Weka 

 

2. Classify 

In this step, preprocessed dataset has been used and 

classified by using various classifiers available in Weka 

Tool. 

Here Bayes Net and Naïve Bayes Classifiers are used to 

classify preprocessed data. 

 

B. Bayes Net Algorithm in Weka : 

In weka Tool, select the  Classify option in Explorer and 

choose the Bayes type of classifiers and select Bayes Net 

algorithm and choose the 10 fold Cross validation as test 

option and  start the classifier. Detailed process of choosing 

and starting the classifier has shown in Fig.6,7 

 
Fig.6. Choosing Classifier 

 
Fig.7:Starting Bayes Net Classifier and Observing  Result 

 

C. Naïve Bayes Algorithm in Weka 

In weka Tool, select the  Classify option in Explorer and 

choose the Bayes type of classifiers and select Naive Bayes  

algorithm and choose the 10 fold Cross validation as test 

option and  start the classifier. Detailed process of choosing 

and starting the classifier has shown in Fig.6,8 

 
Fig.8: Starting Naïve Bayes Classifier and Observing 

Result using Bank Dataset. 

 

IV. RESULTS AND DISCUSSIONS 

 

A. Evaluation Metrics [4][9]  

The parameters considered while evaluating the selected 

classifiers are: 

1) Confusion Matrix is a useful tool for analyzing how well 

your classifier can recognize tuples of different classes. It is 

an N X N matrix, where N is the number of classes being 

predicted. For the problem in hand, we have N=2, and hence 

we get a 2 X 2 matrix.  

2)  Kappa: Measures the relationship between classified 

instances and true classes. It usually lies between [0, 1]. The 

value of 1 means perfect relationship while 0 means random 

guessing. 

3) TP Rate: Is the statistics that shows correctly classified 

instances. 

4) FP Rate: Is the report of instances incorrectly labeled as 

correct instances.  

5) Recall: Measures the percentage of all relevant data that 

was returned by the classifier. A high recall means the 

model returns most of the relevant data. 

6)  Precision: Measures the exactness of the relevant data 

retrieved. High precision means the model returns more 

relevant data than irrelevant data. 
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B. Observations 

When Bank Marketing dataset is classified using Weka tool 

It has been observed that Bayes Net classifier shows the 

number of correctly classified instances of 9096 with the 

accuracy of 81.49% and  the number of incorrectly 

classified instances of 2066 that is 18.50%. Naïve Bayes  

classifier shows the number of correctly classified instances 

of  8717 with wit the accuracy of 78.09% and  the number 

of incorrectly classified instances of 2445 that is 21.90%. 

Table.1 shows the accuracy of various Bayes 

Classifiers.Table.2 shows the final statistics  like FP Rate, 

TP Rate, Precision, Recall, F-Measure, MCC,ROC Area of 

decision tree for both the Bayes Net and Naïve Bayes 

classifiers in terms of two classes (YES/NO).Table.3 shows 

the Comparison of Weighted Avg. for Decision Tree of 

various Bayes Classifiers. Table.4 gives the Confusion 

Matrix for All Decision Trees of both the Bayes Net and 

Naïve Bayes classifiers.  

Table.1: Comparing the Accuracy of the Bayes 

classification Algorithms 

Name of  

the 

Algorithm 

Correctly classified 

instances 

 

Incorrectly 

classified instances 

No. of 

Instanc

es 

Percenta

ge (%) 

No. of 

Instanc

es 

Percent

age (%) 

Bayes Net 9096 81.4908 2066 18.5092 

Naïve 

Bayes 
8717 78.0953 2445 21.9047 

Table.2. Final Statistics of Decision Tree 

  
Table.3: Comparison of Weighted Avg. for Decision Tree 

 

 

 

 

Table 4: Confusion Matrix for All Decision Tree 

 

 
Fig.9: Graph of table.3 

 

V. CONCLUSION 

 

In this paper two Bayes classifiers namely Bayes Net and 

Naïve Bayes of weka tool have been used to compare their 

accuracy of classification in terms of  correctly classified 

instances with respect to Bank Marketing dataset. It has 

been observed that Bayes Net generates more number of 

correctly classified instances compared to the Naïve Bayes 

algorithm. Experiments were conducted on weka tool and 

concluded that the accuracy of Bayes Net Classifier is 

proved to be better. 
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