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Abstract - As an effective and efficient way to provide our customers with IT resources and services, Cloud Computing is gaining in 

popularity. From a cloud provider perspective, profit is the most important consideration and is determined by configuring a cloud 

service platform based on market demand. However, a one-time leasing system is often used to configure the cloud platform, which 

cannot guarantee the quality of the service. However, it results in severe resource losses. In this article, the dual sourcing system is 

pre-designed by short-term rentals and long-term lease agreements are combined to target existing issues. This dual-leased system 

can effectively guarantee the quality of service provided by all applications and greatly reduce resource wastage. Second, the service 

system is considered to be a queuing model of M / M / m + D, and performance metrics that affect the benefits of our dual lease 

system, such as average load, requested ratio, temporary server requirements, and more. Third, the problem of maximizing profits 

is that the formula for the dual lease plan and the optimal configuration of the cloud platform are obtained by solving the problem. 

FinallyThese maximize profit is calculated to compare the benefits of our service plan with a one-time rental plan. Experimental 

results show that our system provides not only service quality for all applications but it also gets more profit than the latter system. 

 

Keywords: Cloud computing, guaranteed quality of service, multi-server system, profit maximization, queuing model, service level 

agreement. 

  

 

 I. INTRODUCTION 
 

Being prompted by major industry companies, cloud 

computing has been a concern. By increasing the number of 

cloud providers (CSPs) serving cloud customers, maximizing 

the benefits of CSPs has become a key issue. Existing 

solutions are difficult to solve because they do not take 

advantage of price differences in time. This article presents a 

dynamic approach to virtual resource leasing, which seeks to 

tailor a strategy for virtual resource leasing based on price and 

dispatch dynamics. Considering the urgency of the job and the 

price distribution, we will design a weak equilibrium operator 

to calculate the acceptable price for each virtual resource. All 

virtualized resources at an acceptable price are inserted into 

the package. Price prediction algorithms are then used to 

predict the price of virtual resources in the next price range. 

Finally, we designed a new rental decision algorithm to 

choose the most cost-effective resource in the series. We use 

our methods and accepted the experiments in real data sets and 

synthetic data. The results show that our approach has 

benefited most from the 5 other approaches. Many plans are 

designed to maximize the benefits of PUC. There are a variety 

of virtual resources and price models in cloud computing, 

making it possible for the PSC to choose the most cost-

effective VRS. The Virtual Resouce Selector framework is 

called CloudCmp.Toolkit for predicting costs and performance 

when deploying the same applications to virtual resources 

using different VRSs. Used to reduce the cost of running a 

workflow in a cloud computing environment. The task is to 

consider the cost of computation and transmission. The 

heuristic algorithm is proposed to solve the problem. 

Regardless of price differences, such a format is difficult to 

increase profitability in the dynamic pricing model of virtual 

resources. In a dynamic pricing model, the price of the 

resource is not fixed. It changes dynamically and periodically 

according to current demand and supply. So, in general, it 

will determine the current price of virtual resources through 

the auction. 

 

II. RELATED WORK 

 

In this section, we review recent work relevant to cloud 

service providers. The benefit of service providers is related 

to many factors such as price, market demand, system 

configuration, customer satisfaction and so on. Service 

providers naturally want to set a higher price for a higher 

profit margin; but doing so would reduce customer 

satisfaction, which could discourage demand in the future. 

Therefore, the choice of a reasonable pricing strategy is 

important for service providers. Pricing strategies are divided 

into two categories: static pricing and dynamic pricing. Static 

price means that the price of a service request is fixed and 

known in advance, and it does not change with the 

conditions. With a dynamic price, a service provider delays 

the pricing decision until the customer's request is revealed, 

so that the service provider can adjust prices accordingly [9]. 

Static pricing is the dominant strategy that is widely used in 
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the real world and in research [2, 10, 11]. Ghamkhari et al. 

[11] adopted a flat rate pricing strategy and set a flat price for 

all applications, but Odlyzko [12] argued that predominant flat 

rate pricing encourages waste and is inconsistent with service 

differentiation. Another type of static pricing strategies are 

price based on usage. For example, the price of a service 

request is proportional to the service time and the task 

execution requirement (measured by the number of 

instructions to be executed) in [10] and [2], respectively. Use-

based pricing reveals that resources can be used more 

efficiently [13, 14].Dynamic pricing appears as an attractive 

alternative to better cope with unpredictable customer demand 

[15]. Mac'ıas et al. [16] used a genetic algorithm to iteratively 

optimize price policy. Amazon EC2 [17, 18] introduced a 

"spot price" function, where the spot price for a virtual 

instance is dynamically updated to match supply and demand. 

However, consumers do not like prices to change, especially if 

they perceive that the changes are "unjust" [19, 20]. After 

comparison, we select the use-based pricing strategy in this 

document because it fully agrees with the concept of cloud 

computing. The second factor that affects the benefit of 

service providers is customer satisfaction which is determined 

by the quality of service and burden. To improve the level of 

customer satisfaction, there is a Service Level Agreement 

(SLA) between a service provider and customers. SLA adopts 

a price offset mechanism for low quality service customers. 

The mechanism is to guarantee the quality of service and 

customer satisfaction so that more customers are attracted. In 

previous research, different SLAs have been adopted. 

Ghamkhari et al. [11] has adopted a progressive load function 

with two steps. If a service request is processed before its 

deadline, it is normally debited; But if a service request is not 

processed before its deadline, it is dropped and the supplier 

pays for it due to a penalty. In [2, 10, 21], the load decreases 

continuously with increasing waiting time until the load is 

free. In this paper we use a two-step charging function, where 

high quality service requests are normally loaded, otherwise, 

are served free of charge. Since profit is an important concern 

for cloud service providers, much work has been done on how 

to boost their profits. A large number of books have recently 

focused on reducing the cost of energy to increase the benefits 

of service providers [22, 23, 24, 25]. However, only the 

reduction in the cost of energy cannot maximize profit. Many 

researchers have studied the trade-off between minimizing 

costs and maximizing revenues to maximize profits. Both [11] 

and [26] adjusted the number of servers switched periodically 

using different strategies and different profit maximization 

models were constructed to get the number of switched 

servers. However, this work did not take into account the cost 

of configuring resources. Chiang and Ouyang [27] considered 

a cloud server system as a M / M / R / K queuing system 

where all service requests that exceed its maximum capacity 

are rejected. A profit maximization function is can be defined 

as a process to obtain optimal combination for the server size 

R with a queue with capacity denoted by K in such a manner 

that the obtained profit is thoroughly maximized. However, 

this strategy has other implications than the mere loss of 

revenues from certain services, as it also involves a loss of 

reputation and thus a loss of future customers [3]. In [2], Cao 

et al. processed a cloud service platform as an M / M / m 

model and the problem of optimal multiserver configuration 

for profit maximization was formulated and resolved. This 

work is the most relevant work for us, but it adopts a unique 

leasing scheme to configure a multiserver system that cannot 

adapt to the changing market demand and leads to low quality 

of service and Waste of resources. To overcome this 

weakness, another resource management strategy is used in 

[28, 29, 30, 31], which is the federation of clouds. Using the 

federation, the different providers that perform services that 

have complementary resource needs over time can work 

together to share their respective resources in order to meet 

the demands of each. However, providers must make an 

intelligent decision about the use of federation (as a 

contributor or consumer of resources) depending on the 

different conditions they might face, which is a complex 

issue. In this article, to overcome the aforementioned 

shortcomings, a dual rental system is designed to configure a 

cloud service platform, which can guarantee the quality of 

service of all requests and significantly reduce the waste of 

resources. In addition, a profit maximization problem is 

formulated and solved to obtain the optimal multi-server 

configuration that can produce more benefit than the optimal 

configuration in [2]. 

 
 

Figure 1.0 Cloud Accounting Model 

III. PROPOSED ARCHITECTURE 
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In this section, we first propose the Improvised Quality 

Guaranteed (IQG) resource leasing system that combines 

long-term leasing with short-term leasing. The main 

computing capacity is provided by servers leased long term 

due to their low price. Short-term leased servers provide 

additional capacity during peak periods.  A novel double 

renting scheme is proposed for service providers. It combines 

long-term renting with short-term renting, which can not only 

satisfy quality-of-service requirements under the varying 

system workload, but also reduce the resource waste greatly. 

A multiserver system adopted in our paper is modeled as an 

M/M/m+D queuing model and the performance indicators are 

analyzed such as the average service charge, the ratio of 

requests that need short- term servers. 

Assume that that  a  cloud  service  platform  consists  of  m  

long term rented servers. It is known that part of requests need 

temporary servers to serve, so that their quality can be 

guaranteed. Denoted by pext(D) the steady-state probability 

that a request is assigned to a temporary server, or put 

differently, pext(D) is the long-run fraction of requests whose 

waiting times exceed the deadline D. pext(D) is different from 

FW(D). In calculating FW(D), all service requests, whether 

exceed the deadline, will be waiting in the queue. However, in 

calculating pext(D), the requests whose waiting times are 

equal to the deadline will be assigned to the temporary servers, 

which will reduce the waiting time of the following requests. 

In general, pext(D) is much less than FW(D). 

 

 
Proposed Architecture 

 

Cloud Computing 

Cloud computing describes a type of outsourcing of IT 

services, similar to the way in which the electricity supply is 

outsourced. Users can simply use it. They do not need to 

worry about where electricity comes from, how it is made or 

transported. Each month they pay for what they consume. The 

idea behind cloud computing is similar: the user can simply 

use storage, computing power or specially designed 

development environments without having to worry about 

how they work internally. Cloud computing is usually 

Internet-based computing. The cloud is a metaphor for the 

Internet based on how the Internet is described in computer 

network diagrams; Which means that it is an abstraction that 

hides the complex infrastructure of the Internet. It is a 

computing style in which IT-related capabilities are provided 

"as a service", allowing users to access Internet technology 

services ("in the cloud") without knowledge or control over 

the technologies behind these servers.  

 

Queuing Model 

We consider the cloud service platform as a multi-server 

system with a service request queue. Clouds provide 

resources for jobs in the form of a virtual machine (VM). In 

addition, users send their jobs to the cloud using a queuing 

system like SGE, PBS or Condor. All jobs are scheduled by 

the task scheduler and assigned to different virtual machines 

centrally. Therefore, we can consider it as a service request 

queue. For example, Condor is a specialized workload 

management system for intensive computing jobs and 

provides a queuing mechanism, scheduling policy, priority 

scheme, resource monitoring and resource management. 

Users submit their work to Condor, and Condor puts them in 

a queue, chooses when and where to run them based on a 

policy. An M / M / m + Dqueuing model is built for our 

multi-server system with different system sizes. And then, an 

optimum benefit maximization configuration problem is 

formulated in which many factors are taken into account, 

such as market demand, workload of requests, server-level 

agreement, cost of renting Servers, the cost of energy 

consumption and, go ahead. Optimal solutions are solved for 

two different situations, which are optimal ideal solutions and 

real optimal solutions. 

 

Business Service Providers Module 

Service providers pay infrastructure providers for leasing 

their physical resources and charge customers for processing 

their service requests, which generates costs and revenues, 

respectively. The benefit is generated from the gap between 

income and cost. In this module, service providers are 

considered as cloud intermediaries, as they can play an 

important role among cloud customers and infrastructure 

providers, and can establish an indirect connection between 

cloud customers and cloud providers. Infrastructure 

 

Cloud Consumers & Customers 

A client sends a service request to a service provider that 
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provides on-demand services. The customer receives the 

desired result from the service provider with some level of 

service agreement and pays the service according to the 

amount of service and quality of service. 

The detail of the scheme is illustrated in the algorithm 1. 

Algorithm 1 Improvised-Quality-Guaranteed (IQG) Scheme 

A System with multiple clusters m waiting to process requests 

R 

Initialize Arrival Aq - Queue as empty 

Initialize Waiting Q Wq as empty 

 

Case: New request arrival  

Step 1 Add request to Arrival Queue Aq 

Access Cluster Monitor Process CMP and obtain current 

status of Clusters 

If cluster clstr is free then 

assign request from arrival queue Aq to Cluster processing 

queue Pqn 

if cluster Clstr is busy 

Step 2 Obtain request REQ waiting time i.e TTL ( Time To 

Live) 

push request REQ into waiting queue. 

Monitor clusters Clstr to seek if it gets empty 

If cluster Clstr becomes empty 

Step 3 obtain request REQ with minimum waiting time i.e. 

Time To Live 

push request REQ towards processing queue of cluster 

if clusters Clstr not empty && waiting time is near to expire 

Step 4 Rent a temporary server cluster Clstr for request REQ 

and process request REQ and release the temporary server 

when the request is completed . 

repeat for all requests until request queue is empty. 

calculate pext(d), mu, rbys and obtain profit results i.e 

revenue 

END 

 

The proposed IQG program adopts the traditional spinning 

discipline of FCFS. For each service request entering the 

system, the system records its waiting time. Applications are 

assigned and executed on long-term leased servers in the order 

of arrival times. Once the request timeout reaches D, a 

temporary server is leased from infrastructure providers to 

process the request. We consider the new service model as a 

M / M / m + D queuing model. The M / M / m + D model is a 

special model of M / M / m queuing with Customers. In an M / 

M / m + D model, requests are impatient and have a maximum 

tolerable waiting time. If the waiting time exceeds the 

tolerable waiting time, they lose patience and leave the 

system. In our program, impatient requests do not leave the 

system but are assigned to servers leased  temporarily. 

Because requests with timeout D are all assigned to 

temporary servers, it is clear that all service requests can 

guarantee their due date and are billed according to the SLA 

workload. As a result, the service provider's revenue 

increases. However, the cost also increases due to temporarily 

leased servers. In addition, the amount of cost spent on 

leasing temporary servers is determined by the long-term 

leased multi-server IT capacity. Given that income has been 

maximized by using our plan, minimizing cost is the key 

issue for profit maximization. Then, the trade-off between 

long-term rental cost and short-term leasing cost is 

considered, and an optimal problem is formulated in the 

following way to obtain an optimal long-run configuration so 

that profit is maximized. 

 

Time Complexity of IQG 

The time complexity of the IQLB algorithm is O (nm), where 

n is the number of nodes in the cluster. M is the number of 

jobs in the application and the value Of n and m are larger 

than 2 

 

Prove to take O (1) to compute the response time of the task 

on the node. The time complexity of determining whether an 

internal node is overloaded is O (n) because there are n nodes 

in the cluster. 

 

Steps 4 and 4 take O (1), so the complexity of time to balance 

the I / O resource of the disk is O (2 + 2n) 

 

Similarly, the complexity of time to balance memory and 

CPU resources is both O (2 + 2n) due to the m work in 

parallel applications. The time complexity of the IOLB 

algorithm is O (2 + 2n) O (m) = O (2 (1 + n) m) The values of 

n and m in most cases are larger than 2, so the time 

complexity becomes O (nm). 

 

Experimental Results 

We have performed performance analysis on i3 processor, i5 

processor and dual core processor along with simulated 

environment that supports more than 50 processor's family as 

mentioned in link. We have considered unit values for 

following variables to demonstrate our experimental result. 

We demonstrate the net profit in one unit of time as a 

function of m and s. Here λ is 5.99, and r = 1. The optimal 

value is m = 6.2418 and s = 0.9386, which result in the 

maximal profit 103.80. We demonstrate the maximal profit in 

one unit of time in different combinations of λ and r. 

[LINK] 

https://en.wikipedia.org/wiki/Instructions_per_second#Tho

usand_instructions_per_second_(TIPS/KIPS) 
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Comparison of Results in Graphical Form 

 

Λ Profit 

(Proposed) 

Myu 

(Proposed) 

Existing 

System 

Myu 

(Base) 

4:99 130.131 59.211 96.2230 29.59 

5.99 133.137 69.118 115.7505 27.87 

 

Table 1.0 Comparison of results with optimal speed and size 

(combined) 

 

Server 

Speed (s) 

Profit for 

m=3 

Profit for 

m=4 

Profit for 

m=5 

Profit for 

m=6 

0.4 31.32 27.33 32.59 54.32 

0.5 32.18 30.19 35.33 56.78 

0.6 34.82 33.18 38.19 58.65 

0.7 38.02 37.33 41.18 59.71 

0.8 42.30 40.69 44.69 60.70 

0.9 48.29 43.32 46.32 61.68 

1.0 57.28 47.49 48.78 62.97 

1.1 62.25 50.82 50.22 64.08 

1.2 60.20 52.64 47.81 64.74 

1.3 58.05 54.82 45.55 65.49 

1.4 56.47 58.03 42.17 66.35 

1.5 54.78 62.30 39.54 67.34 

Table 2.0 Net profit versus m and Server Speed s 

 

  

 
Net profit versus m and Server Speed s. 

 

In the above diagram we have taken net profit value in y-axis 

for different m (number of servers) with respect to different 

server speeds. We have demonstrated the net profit in one 

unit of time as a function of m and s.  

 

IV. CONCLUSION 

 

Maximizing the benefit of service providers, this article 

proposed a new dual rate rent guarantee (DQG) system for 

service providers. This system combines short-term leasing 

with long-term leasing, which significantly reduces the waste 

of resources and adaptation to dynamic demand for IT 

capacity. An M / M / m + Dqueuing model is built for our 

multi-server system with a variable system size. Then, there 

is a problem of optimization optimization configuration that 

takes into account many factors, such as market demand, the 

workload of the requests, the agreement of the server level, 

the cost of server rental and the cost of energy consumption. 

The solutions are solved in two different situations, which are 

ideal solutions and optimal solutions. In addition, a series of 

calculations are carried out to compare the benefits of the 

DQG lease system with the Unsecured Single Lease Scheme 

(SQU). The program shows that our scheme is superior to the 

SQU scheme in terms of quality of service and benefit. 

 

We have developed a model that seeks to locate servers and 

obtain maximum profits also with reduced waiting time to 

ensure timely response to each and every request.  A feature 

of the heuristics presented is that there is no need to make 

assumptions on the demand functions, processing and 

computation cost functions.  The models proposed specify the 

number of servers p that will locate request from their origin 

addresses. 
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