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Abstract— Batch normalization is a boon to the training of a deep neural network. It acts as a panacea to the problem of internal 

covariate shift and facilitates the usage of higher learning rates. It also accounts for the inclusion of saturating non-linear functions, 

while excluding the need of drop outs for regularisation. However, mini-batch normalization is not self-sufficient and comes with a 

few limitations such as inability to deal with non-i.i.d inputs and decreased efficiency with a batch size of one. In this paper, we 

explore normalization, the need for its optimization, and evaluate the optimization technique provided by researchers. 

 

Index Terms— i.i.d input, non-linear, normalization, internal covariate shift. 

 

 

I. INTRODUCTION 

    

   Deep neural networks are an efficacious model, for 

acute classification, clustering, regression, segmentation 

and, various other functionalities. With the increase in 

their depth, a number of complex computations can be 

accounted for.Various algorithms exist to train such deep 

networks, and one such efficient implementation is the 

backpropagation, using Stochastic Gradient descent [1]. It 

works to plummet the loss, by updating parameters 

consistently. But it also necessitates appropriate 

initialization of values and optimum learning rates. 

Moreover, in a network so deep, every layer’s input is 

influenced by the result of the previous activation [12]. 

Hence, even a nuance in the initial stage magnifies as it 

propagates towards the deeper ones. These changes alter 

the domain of the activation functions, which implicitly 

lead to the extraction of unanticipated features, that leave 

the network perplexed. This is known as internal 

covariate shift, which is an undesired property [2]. 

Normalization of a network helps abate such problems.  

Batch normalization produces unit variance and zero 

mean, which control the spread of individual inputs to all 

the layers in a net, thus stabilizing the model to be trained 

with ease [4], [5]. Also, with the ability to handle local 

minima in the process of loss minimization, the network 

can now implement saturating non-linearities with ease, 

and also account for a higher learning rate thus 

accelerating training as a whole. 

Although Batch normalization seems to be a cure all 

for deep networks, it comes with the inability to account  

 

for a micro-batch size of one, and non- i.i.d inputs [6]. 

Moreover, the elements of a batch, after normalization are 

dependent on its core batch, and hence turn out to be 

biased, or overfit the specific, hence calling for an 

optimization [9]. In this paper, we explore basics of batch 

normalization algorithm, its limitations and analyze the 

efficiency of its optimization technique known as batch 

re-norm, proposed by researchers for enhanced results. 

 

II. BATCH NORMALIZATION 

2.1 Algorithm 

Batch normalization is based on two basic concepts: 

normalization of every dimension autonomously (i.e. 

every feature), and distribution of inputs across mini-

batches, which are later interfaced as a single unit [5]. 

For every feature, across every batch the following steps 

are computed: 

Where ix depicts input of each x  from the mini-batch of 

size m , B is the mean over the specific batch, 
2

B is the 

batch variance and iy is the output corresponding to each 

input in batch . 
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 and   are known as scale and shift parameters 

which are later learned through back propagating the 

network for each batch. 

Once this process is complete, for each feature, 

including every batch, parameters  ,  , and the 

weights are trained through back propagation. 

Now, the individual batches are interfaced into a single 

unit through the following steps:  

   For every feature: 

  The mean of all the B s accounting to every batch is:  

)( Bmean    

  For every activation, the mean of variances across every    

batch B, with size m : 
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batch normalization completes. 

2.2 Advantages of the process 

It prevents the gradients from entering the region of local 

minima, by rectifying the variations and extremities [11]. 

It normalizes the parameters and also ensures that the 

gradient remains intact, without vanishing or diminishing. 

This helps secure the parameters from exploding, hence 

enabling the use of higher learning rates, as compared to 

the case otherwise [5]. 

The training process takes into account a number of 

batches and finds out the normalized features to be 

checked for at each transaction. And since every batch 

consists of a number of samples, the model is never 

overfit for a particular example, or biased to a particular 

type of input, thus removing the need for a process called 

regularization as a whole. Hence, without the use of drop 

outs [3], batch normalization attains accuracy tantamount 

to that. 

III. PROBLEMS WITH NORMALIZATION 

 

Initial algorithm derives the activations of a particular 

batch based on the other examples in the set. In other 

words, the rest of the members of a batch are solely 

responsible for influencing the various parameters in it. 

This characteristic of being slightly biased to a particular 

batch poses a problem when interfacing, along with other 

batches. 

 In the algorithm, the batches are trained using the 

statistics of its sample individually. However, in the 

interface step, the calculation of mean and variance is 

based on the entire population data. This indicates that 

there is a discrepancy between the feature extraction 

procedure suggested by the batches and those by the 

inference net.  

This difference does not cause much of a problem, if the 

batch size is relatively big, as that includes majority of the 

population, which tends to be more or less the same as the 

whole data. But when the batch size decreases, errors tend 

to predominate [13]. 

The mean and variance computed, use a very small data 

set, which indicate that the average value is not exactly 

accurate while incorporating a number of batches. 

Consider the case of the following dataset as an 

assumption: 

{2,4,3,5,10,12,6,7,8,6,9,10} 

The actual average value of the data:6.8 approximated as 

7. 

Clustering randomly towards a batch sizes of 2, and 

performing mean over the adjacent couples: 

{3,4,11,6.5,7,9.5}. 

 Consider the case of a batch size 6. The means obtained 

are {6,7.6} The results obtained are closer in range to the 

actual average. The above example suggests that smaller 

batch sizes performs relatively poor in the process of 

sample mean and variance. Hence, implementation using 

lower GPUs, cannot take place efficiently through this 

algorithm. 

 

Additionally, non- independent, identically trained mini 

batches perform poorly when fed into this situation [6]. 

Consider the case of a metric learning scenario. It is a 

usual trend to work on examples that are relatively 

similar. In a mini batch size of 36, it is a proposed trend to 

include 18 labels, with two examples in each. However, 

when this mixture is trained, it shifts towards the observed 

trend. It looks for a group of two similar elements and 

labels them accordingly. This biased feature extraction 

deteriorates when combined with other batches, thus 

decreasing its efficiency. 

 

IV. OPTIMIZATION TECHNIQUE 

4.1Batch Re-norm 

Batch re-norm proposes two enhancements: 
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 Every node’s activation is computed with respect 

to its individual characteristics and hence, 

influence of the mini batch is avoided.  

 

 The activations provided are regularized in a 

manner that commensurate the individual batch 

elements with the inference step.  

 

In this method, Sergey Ioffe understood the need to 

decouple the dependence of each example on mini-batch 

[9]. A plausible alternative is the use of moving averages 

that reduce this dependency.  

However, the process of computing an entire moving 

average during every batch cycle is computationally 

expensive; Also, such implementations can elicit 

undesirable results if gradient descent and the 

normalization step interact with each other in a manner 

that nullifies their effects.  

Hence a modification in the existing batch normalization 

algorithm, is the inclusion of constants r , d which helps 

retain the characteristic of mini batch and equate the 

averages with inference mean through the following 

process: 

Consider the case of a sample input x to a node, with 

mini batch statistics as B , B , and  ,  be the 

moving average and standard deviation computed across 

the set of mini batches so far. 
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This indicates that parameters r , d help translate a 

particular set of batch parameters to be in proportion with 

that of the inference step.They are treated as constants 

that are computed during the mini-batch training. These 

affine transformations are inserted across every 

normalized activation, and rectify the differences between 

the training and the end ensemble model. Thus, the 

activations now seem similar to the ones generated by 

inference, and hence can account for smaller batch sizes. 

4.2 Algorithm 

For every feature, across every batch the following steps 

are computed [9]: 

  Where ix depicts input of each x  from the mini-batch of 

size m , B is the mean over the specific batch, 
2

B is the 

batch variance and iy is the output corresponding to each 

input in batch.  ,   as moving average and standard 

deviation computed across the set of population. 
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The updation of the moving averages take place as: 

)(   B  

)(   B , where alpha is the learning rate 

parameter. 

 

Finally, the inference step computes the output as: 
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This concludes the batch re-norm algorithm. 

 

4.3 Batch-renormalization effectiveness 

Analysis of batch re-norm is based on its performance 

over a previously calculated primary model of [7] with 

training data of [8] and 50 synchronized workers [10] 

discerned through ImageNet validation data. The 

evaluation of batch re-normalization in this paper is based 

on the interpretation of results in the research work [9]. 

Training using smaller batches: 

 The results produced 76.5% accuracy while 

training a sample of batch size of 4 with re-

norm method, compared to the 74.2% 

accuracy produced with batch normalization. 

 

 Although the accuracy improved, it still 

considered deficit to train a smaller batch size. 

Hence, it can be concluded that batch re-norm, 

improves training with mini batch sizes 

marginally, but does not eradicate the problem 

as a whole. 
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Training using non-i.i.d inputs through batches: 

 The results obtained exhibit lower accuracy 

during the training range, hence calling for 

modifications in parameters. The two similar 

sets of counter parts in a batch are split into 

separate batches further.  

 

 This ensures that a batch contains 

approximately one example per feature each, 

without having to look for two similar 

samples. The latter is a deviation from the 

concept of classification. This process 

produces an increased accuracy of 77.4% 

compared to batch norm whose value lingers 

around 67%. 

 

 However, while performing the same steps 

through a higher batch size, the performance 

further improves providing an accuracy of 

78%.  

 

 Thus, batch re-norm enables better 

performance on non-i.i.d inputs when the 

batch size is comparatively big, and the 

existing method, though partially efficient, 

requires further enhancements to increase 

accuracy. 

V. CONCLUSION 

This paper provides a summary of the background behind 

batch normalization, its need and drawbacks. The in-

depth analysis of its algorithm proved helpful towards 

fault detection and inefficiency criteria. Small batch size 

and non-independent parameters were unsuccessful in this 

classification. 

Optimisation technique called batch-renormalisation was 

elaborated to understand the defects and enhance the 

network. 

Further elaboration on batch-renormalisation was done to 

analyse its efficiency, which concluded that it cannot 

provide a complete cure for the problem. 

Hence, this paper serves a brief summary for researches to 

explore the area of normalization, and come up with 

various other optimizations based on the records of 

previous findings cited. 
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