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Abstract:- An enormous amount of images or videos are collected from laptops, mobiles, storage devices during the investigation by 

Police or intelligence agencies or digital forensic team. These collected images/videos to be analyzed to ascertain the source device 

that was used to capture these during the investigation. An every camera has its fingerprint in the form of Photo Response Non-

Uniformity (PRNU) noise.  Because it has universality and generality nature, it is unique and hence plays a very vital role in the 

source camera identification. PRNU is a sensor pattern noise which contains noise components, and other information hence many 

techniques have been proposed for the extraction of the PRNU. In this paper, a Discrete Cosine Transform (DCT) method is used 

for extracting the noise, and Weighted Averaging technique for PRNU estimation. Finally, the distance function is used for 

comparing g the difference between the Query image PRNU and the stored image PRNU. We conducted the experiments its results 

are verified against the different cameras, and it is giving 93% accuracy. 

 

 

Index Terms—PRNU noise, DCT, Camera, Identification 

 

1. INTRODUCTION 

 

 A. Introduction to Classification System 

 Classification is the categorization of potential answers, 

and in machine learning, we automate this process [1]. 

Classification is a supervised learning technique in which 

machines learn and gain the capability to predict the 

unknown, based on historical data.  We define some 

jargons related to the classification models for better 

understanding of the rest of the paper.  

Definition-1 (Classification) 

“Classification is the automation of the decision-making 

process that learns from examples of the past and 

emulates those decisions automatically.” 

Definition-2 (Explanatory Variable) 

“An explanatory variable is an informative variable using 

which we can reduce the uncertainty and categorize 

something.”  

Definition-3 (Target Variable) 

“Target variables represent the final resultant categories 

of the classification.” 

 

Definition-4 (Training dataset) 

“Training dataset is a portion of data from the given 

dataset that is used to build the classifier. All the feature 

sets are used in this dataset.” 
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Fig1: Working of a Classifier System 

 

Definition-5 (Testing dataset) 

“Testing dataset is used to test the created model. It is the  

dataset that is left after the training dataset.” 

 

Definition-6 (Model)  

“A model helps us to understand the algorithm used to 

generate the target variables.” 

The steps involved in the process of classification are 

represented by figure-1. 

 

B. Introduction to methods of Classification 

 

  Some of the major methods of classification as available 

in the literature are represented by figure-2 as given 

below: 

   Logic Based Methods use algorithms based on certain 

logic to classify data on the basis of feature values. 

Decision Trees are a famous example of logic based 

methods. Artificial Neural Networks (ANNs) try to 

simulate the functioning of human brain to some extent, 

to learn and classify the data, and have been used in 

various applications [2]. Statistical Approaches use 

various techniques based on statistics for the purpose of 

classification. Naive Bayesian Classification is one of the 

popular types of Statistical Approaches for classification 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig2 Categorization of the Classification Algorithms 

 

A Quadratic Classifier separates the measurements of two 

or more classes of objects by a quadric surface. Support 

vector machines (SVMs) are a set of supervised learning 

methods which could be easily used for classification. 

Several hybrid techniques (by combining any of these 

methods) have also been used for the purpose of 

classification. 

 

    Now, we focus on the details of the ANN. The ANNs 

have an excellent capability to learn [3]. They can easily 

learn large amount of data. Due to this characteristic, they 

give precise results whenever the data repeats. ANNs are 

popular machine learning tools [1]. They have the ability 

to solve even very complex problems easily, due to which 

they are widely used in different types of problems across 

various domains [4–13].       Over the past few decades, 

various variants of the basic ANN architecture have been 

proposed to solve the complex problems in a better way 

[14]. ANNs have also been applied to solve different 

classification problems [15]. The architecture of a simple 

ANN is represented by figure-3. 

 

 
 

Fig3: Architecture of the Artificial Neural Network 

 

C. Objectives and Organization of the Paper 

 

   In this paper, we discuss a case study of an Australian 

credit approval dataset. The aim is to decide whether to 

issue the credit card or to reject the application. We use 

artificial neural network model as a classifier to decide 

whether the credit card should be issued or not. 

   The remainder of the paper is organized as follows: 

Section-2 describes the methodology that is being adopted 

(using ANN) for deciding whether to issue a credit card or 

not. In section-3, simulation results obtained by applying 

the ANN model to the Australian Credit Card Dataset are 

represented. Section-4 concludes the findings of this case 

study and discusses the scope for future enhancement. 
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II. METHODOLOGY 

 

   We use ANN as a classification tool that helps in 

deciding which request for credit card should be approved 

and which should be rejected. A standard Australian 

Credit Approval dataset is used. Fifteen attributes of input 

data are considered as basis for classification. The 

following two target classes are considered: 

a. Request for Credit Card Accepted. 

b. Request for Credit Card Rejected. 

   The overall methodology is described in the form of a 

flow chart as represented by figure4.  

 

 

Fig 4: Methodology for Classification using ANN 

 

A. Dataset Description  

•  Source: https://archive.ics.uci.edu/ml/datasets/Statl 

og+%28Australian+Credit+Approval%29  

• Number of Attributes = 14 + 1 class attribute; so total 15               

attributes have been used.  

B. Procedure for Classification using ANN 

   The following steps are taken in Matlab 2013a 

environment for classification using ANN. 

a. Load the files containing input data and target data in 

the workspace (using commands: Load inputdata.txt & 

Load targetdata.txt ) 

b. Calculate the transpose of those data files (using 

input=inputdata‟ and target=targetdata‟) 

c. Use „nntool‟ to train as well as test the dataset. 

C. Internal Working of the ANN 

In a basic ANN model, Back Propagation Algorithm 

(BPA) calculates the error and propagates it back to the 

previous layers, which modify their weights and biases 

according to the value of the error being  propagated and 

the configuration is thus changed[15]. The detailed 

working of the ANN using BPA is represented by figure 5
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Fig. 5 Working of the ANN using Back Propagation 

Algorithm 

 

III. SIMULATION RESULTS 

 

The simulation results obtained by using „nntool‟ for 

classifying the credit approval problem are represented by 

figure-6 and figure-7. Figure-6 represents the 

performance plot, which indicates that the best validation 

performance is obtained at epoch 4. Figure-7 represents 

the regression graph for best performance, and it is clear 

from this graph that the accuracy of 88.671 % is being 

achieved 

 

 
Fig 6: Performance Plot 

 

 
Fig 7: Regression graph for highest performance 

 

IV. CONCLUDING REMARKS & FUTURE SCOPE 

 

In this paper, an ANN based classification system is used 

to classify the applications for issuing credit cards into 

one of the following two target classes: approved or 

rejected. Back Propagation Algorithm is used internally 

within the Artificial Neural Network Model.  It is clear 

from the simulation results that the Neural Network 

Model has achieved 88.67 % accuracy while classifying 

the „Australian Credit Approval Dataset‟. 

In future, this work could be enhanced to improve the 

classification accuracy of the model by using a neuro-

fuzzy classifier or using Genetic Algorithm to find the 

optimal weights of the neural network connection so as to 

maximize the accuracy. This model could also be applied 

to other datasets in future. 
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