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Abstract: With the growth of technology, everyday new technologies are evolving. Blockchain is one such technology. Blockchain is 

a revolutionary technology which has proved its potential of being used in numerous fields like digital money or crypto-currency, 

IoT, Product tracing, Smart Contracts etc. Blockchain is a distributed database which allows to share or process data between 

multiple parties over a network of non-trusted users securely. One of the biggest advantages of blockchain is that it is fully 

decentralized i.e. there is no central authority which is governing it. However, it has its own set of disadvantages also. Some of these 

problems are its complexity, network size, large energy consumption etc. But one key problem is that there is no way to find the 

anomalous node i.e. nodes which are malicious. In any Blockchain network, there are two types of nodes, the one which behaves 

normally i.e. the honest node. But some nodes may try to cheat in the network or may have some illegal interest I.e. malicious 

nodes. If someone tries to monitor this node behaviour manually, it will take tremendous time and effort and is nearly impossible. 

So, this paper introduces a novel solution for the above mentioned problem. The problem can be solved by clustering the nodes of 

the network. For this we will propose an algorithm which will help us in clustering the blockchain and then further for analysing 

the malicious activity of the nodes, if any performed. In this we will divide the whole network into clusters of nodes or data points 

depending or based on some similar traits that they may have. Therefore the aim of our project is to segregate groups having 

similar traits from the blockchain network and then cluster them so that to identify the malicious node or illegal behaviour. 
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I. INTRODUCTION 

 

A blockchain is a scattered database that keeps a list of 

growing records of all the communications occurred. The 

growing records are termed blocks. All block holds a 

timestamp, a nonce, a mention to (ie. hash of) the former 

block and a list of all of the transactions that have taken 

place since the preceding block. Unlike from old-

fashioned central records, blockchain does not have a 

centralized node. Every node in the blockchain linkage 

has an equivalent right (in query, in directing transactions, 

also in participating into the consensus process) and keeps 

up a ledger that registers every single transaction that has 

ever happened.  

 

For a public blockchain, everyone in the world can 

connect to the blockchain network and become a node. 

For a private chain, only the contributing parties that are 

certified or have a proper authorization can become 

nodes. 

 

Since every node in the blockchain network preserves a 

ledger of all the transactions happened, there are multi-

backup ledgers in the blockchain network. As such, the 

openness of a centralized database is eradicated. 

Additionally, since every blocks in the blockchain  

 

network cannot be reformed or adjusted, blockchain is 

safeguarded from data alteration and false modification. 

  

 
Fig: Working of Blockchain 

 

Blockchain has a potential and ability for being the 

ground-breaking technology that has the prospective to 

discover various applications in numerous fields. BitCoin 

has revealed how blockchain technologies can facilitate 

the making of a crypto-currency. In more modern periods, 
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blockchain applications have seemed to drive future 

outside their paramount application -BitCoin [5, 8]. For 

instance, blockchain technology has found its applications 

in fields as varied as transaction processing, government 

cash management, clearing, medicine tracing, gambling, 

and personal credit management system [1,3]. 

However, blockchain faces its own problems and 

challenges. In a public blockchain, there are usually 

millions of nodes. Some nodes may attempt to cheat in 

the network for illegal interests and have anomalous 

behavior patterns while the majority nodes behaves 

normally.  

 

According in conformity with the overall performance 

concerning  nodes between blockchain transactions, nodes  

can  remain  divided  in  helpful  nodes,  and malicious 

nodes.  

 

1. Helpful nodes. When offering work according  to mean  

nodes, nodes along  a  higher  behavioural  toughness  

then popularity   value,  who  execute ascertain  the  

rightness on information forwarded after lousy nodes, are 

known so helpful nodes. 

 

2. Malicious nodes. Nodes juggle or throw abroad data, 

then even worms and Trojans are forged so facts to 

remain forwarded to others. These conduct regarding 

nodes execute severely harm the security or 

toughnessconcerning blockchain communication. Nodes 

as celebrate disguised data and demolish resources are 

acknowledged namely malicious nodes.  It takes a large 

amount of time and efforts, if possible,   according to 

manually discipline the behaviors regarding  all the nodes. 

 Towards that issue, this paper propose to routinely cluster 

the behavior patterns concerning all the nodes between 

categories. After the clustering, we may pick out 

consultant conduct  patterns because of every category as 

behavior templates. Then utilizes the conduct templates 

after pick out curious   behavior patterns up to expectation 

work now not conform according to any template.  

Moreover, clustering  conduct  patterns in categories may  

each leads to deeper insights  among the blockchain  

network  then helps maintainers  rule then arrange the 

nodes.This bill seeks in imitation of  automatically 

fascicle the  behavior patterns into categories.  

 

The principal contributions about it demand bill be able 

remain short as like below. 

 

• We eliminate sequences facts according to the 

node behaviors, or advise an algorithm in conformity with 

brush nodes within categories.                         

To the superior concerning our knowledge, this demand 

bill is the first according to  formulate  and  address  the  

problem regarding clustering node behaviors  between  

blockchain networks. 

 

• We propulsize huge experiments in conformity 

which evaluate the usefulness concerning our algorithm 

towards the present techniques and instruction its 

workings within a variety of settings. Experimental results 

wish exhibit that our proposed algorithm is plenty greater 

superb than the current methods of terms on clustering 

accuracy.  

 

II. RELATED WORK 

 

In order to cluster the behavior patterns of all the nodes in 

blockchain network, the first step is to extract features to 

represent behavior pattern of each node. Since the most 

important feature of a node is its transaction amount 

changing over time, we extract the sequences according to 

the transaction amounts change over time. Each node is 

represented by a sequence. Our goal is to cluster these 

sequences into several categories where the number of 

categories is defined by the user. The most closely related 

work are sequence similarity measure and clustering 

approaches. 

 

A. Sequence similarity measure 

 

Sequence similarity measure defines the similarity 

between two sequences being compared. Numerous 

research in sequences has produced a number of distance 

measures [2]. The most popular measures are Euclidean 

distance, Dynamic Time Warping (DTW), Edit Distance 

on Real sequence (EDR) and Longest Common 

SubSequences (LCSS). Euclidean distance requires the 

two sequences be of the same length. It computes the 

distance by simply employing the L2 norm. DTW does 

not require that the two sequences be of the same length 

and can handle time shifting. To implement this, DTW 

duplicates the previous elements and calculates an 

optimal match between the sequences. The LCSS 

technique [10] introduces a threshold value _ to handle 

noises in sequences, which try to find the longest common 

subsequences between the given two sequences. EDR [2] 

leverages gap and mismatch penalties and can handle both 

noises and time shifting. 
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B. Clustering approaches 

 

Numerous clustering techniques have been proposed 

within the last decades, who may keep at large labelled 

into four main categories: partitioning-based methods, 

density-based methods, hierarchical methods, or grid-

based methods [3, 5, 6, 7]. 

Partitioning-based strategies percentage the n unlabelled 

statistics tuples in ok partitions. Each percentage 

corresponds according to a fascicle and has a cluster 

center. Two renowned heuristic strategies according to 

symbolize division primarily based strategies are k-means 

or k-medoids. In k-means, every fascicle is represented 

via the average worth about the tuples into the cluster. In 

contrast, in k-medoids, every tussock is represented by 

way of the just centrally located tuple into a cluster. 

 

Hierarchical strategies crew data tuples within a grower 

shape [9]. There are typically twain sorts over hierarchical 

methods: agglomerative then divisive.  

 

• Agglomerative techniques start by concerning 

every tuple as a fascicle andsince submerse clusters in 

larger and large clusters, till entire tuples are among a 

singular lot then the desired quantity on clusters are 

satisfied. 

 

• Divisive strategies assignment of the contrary 

way, it places all tuples within the equal cluster yet since 

division the clusters between smaller or smaller clusters. 

A primary hassle within hierarchical clustering techniques 

is up to expectation any immerse or split is unchanging as 

soon as executed. Chameleon[10]  yet  BIRCH[16] are 

couple traditional hierarchical methods. Density based 

totally [4] strategies starts beyond a tussock  of certain 

tuple yet hold absorbing neighbour tuples as much  

lengthy namely the closeness (number over tuples inside a  

assured distance) is higher than a threshold. DBSCAN is 

the just classic technique in density based clustering. 

These methods, however, require to pre-set a not much 

parameters. It is commonly challenging to pick out a 

excellent parameter values. Grid-based methods [1, 12] 

quantize the function house of a finite variety regarding 

cells such grid structure. A regular  instance concerning 

the grid-based tactics is STING. In STING, numerous 

ranges regarding quadrate cells correspond according to 

quite a few extraordinary ranges over resolution. 

Statistical records for every phone is pre-computed then 

stored. Due in conformity with the grid structure, it 

strategies hold fast computation speeds, the worth is 

losing a   section over accuracy. 

 

III. PROPOSED SOLUTION 

 

We know that even though blockchain technology can 

prevent fraud and anonomyous behaviour, it cannot detect 

fraud by its own. Attacker can find one way or the other 

to steal currency and can commit various fraudulent 

crime. Also with the increase in number of attacks or 

vulnerabilities, the developers are trying to come up with 

new and innovative technique and technologies to 

strengthen the blockchain and also to detect the attack 

prior to its occurrence.   

 

Techniques such as machine learning and data mining 

algorithms can be very much helpful in finding and 

detecting malicious behaviour, fraud and intrutions in the 

blockchain based transactions. By profiling, monitoring, 

and detecting behavioural patterns based on people’s 

transaction histories and transaction time, supervised 

machine learning approaches, such as deep-learning 

neural networks, support vector machines, and Bayesian 

belief networks may help detect outlier behaviours. So,we 

also will use one amongs these technologies to provide 

security agains fraud and malicious behaviour. 

 

Here, in this paper we propose a system in which the 

blockchain will be clusterd in groups on the basis of its 

behavioural pattern. To analyse the behaviour, the 

parameter that we are choose as our pattern is the 

transaction amount change over time for the nodes. The 

reason for selecting this parameter is that usually the 

transaction amount is the most important and predominant 

feauture of a node. For doing this the algorithm that will 

be used is K-means algorithm. Also we will not use the 

same algorithm but a little modified version of this 

algorithm. 

 

A. Sequence Diagram 

 

The diagram shows how the clusters objects interact with 

each other. Through this diagram we can understand how 

the clustering will help in securing the blockchain. Let us 

assume that there is a malicious node (M) and its cluster 

centroid is Cm. If M initiates two transaction say T1 and 

T2 at the same time (attack called double spending attack) 

to two different node, then the Cm will get to know about 

it as the transaction will be added to the block. When Cm 

gets to know that some kind of malicious activity is being 

performed by the node M, it will discard both transactions 

and show an error message. 
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If the transaction are to two genuine users and the node is 

not doing any malicious activity, then the transactions 

will be sent from the Cm to the Cluster centroids of the 

other node i.e the node which has to accept the 

transaction. And that centroid will proceed the transaction 

to the node. After all this the transaction whether valid or 

invalid will be added to the distributed ledger, which 

keeps record of all the transaction happened ever. 

 

B.  Methodology 

In this section, we introduce our method to address the 

problem defined in the paper. In order to cluster the 

sequences into clusters, the first step is to select a 

similarity measure for comparing two sequences. We first 

present an introduction to the similarity measures in 

Section 1 and then elaborate our clustering algorithm 

termed K-means Clustering algorithm, which we will 

improvise to create our own algorithm, in Section 2.  

 

1. Similarity Measure Selection 

Sequences similarity measure defines the similarity 

between two sequences being compared. Numerous 

sequence similarity measures have been proposed namely 

Euclidean distance, Dynamic Time Warping (DTW), Edit 

Distance on Real sequence (EDR) and Longest Common 

SubSequences (LCSS). 

 

Since DTW distance is commonly adopted and can deal 

with two sequences with different lengths, we select 

DTW distance as the similarity measure between 

sequences. Note that similarity is inversely proportional to 

distance. EDR distance and LCCS similarity can also 

handle two sequences of different lengths.We do not 

select them as the similarity measure for the following 

reasons. EDR distance and LCCS similarity are mainly 

designed to handle the noises in the sequences. However, 

all the transaction amounts in the blockchain network are 

precise and no noise is allowed. 

 

2. K-Means Clustering Algorithm 

K-means clustering is a method by which elements of 

dataset are divided into K different groups based on 

similarity to one another.  

 

 

Current Algorithm Summary: 

1. Place K points into the space represented by the objects 

that are being clustered. These points represent initial 

group centroids. 

 

2. Assign each object to the group that has the closest 

centroid. 

 

3. When all objects have been assigned, recalculate the 

positions of the K centroids. 

 

4. Repeat Steps 2 and 3 until the centroids no longer 

move. This produces a separation of the objects into 

groups from which the metric to be minimized can be 

calculated. 

 

C. Proposed Improvisation: 

• K-means clustering initializes the cluster centers 

randomly, while we want our algorithm to sort the 

sequences and select k sequences uniformly from the 

sorted list.  

 

• k-means clustering utilizes Euclidean distance between 

static tuples, while our algorithm will utilizes DTW 

distance between sequences. 

 

• K-means clustering uses the average value of the tuples 

in the cluster as the cluster center for that cluster, 

whileour algorithm will selects the sequence with the 

smallest distance to its [n/k]th nearest neighbor among all 

sequences in the cluster as the cluster center. 
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IV.  RESULT 

 

OUTPUT (BLOCKCHAIN CREATION) 

 

 
Fig: Output Block Created 

 

 
Fig: Node and Connection Creation 

 

 
Fig: Node Deployment 

 

 
Fig: Block and Miner Propogation 

 

 

CONCLUSION 

 

In this paper, we present the problem of behaviour pattern 

clustering in blockchain networks and have proposed a 

novel algorithm to address this problem. To the best of 

our knowledge, this paper is the first to formulate and 

address the problem of clustering node behaviors in 

blockchain networks. We will evaluate a list of potential 

sequence similarity measures, and select a distance that is 

suitable for the behavior pattern clustering problem.  
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