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Abstract: With the increase in adoption and deployment of cloud computing services in recent times, most users are moving from 

traditional computing to cloud computing as it gives various favourable features like on-demand access, broad network access, rapid 

elasticity, etc. All these services incorporate sharing of resources which leads to an increase in load on a single machine. This increase 

in load causes further overall degradation of system performance. Resource allocation and Task scheduling are some of the major 

problems associated with Load balancing. A simulator is used to model a cloud computing system where we can comprehend the 

problems identified with load balancing (effective resource utilization) and develop algorithms to solve the problem. The algorithm 

must reassign the total load to each resource node of the system as a whole. This paper presents answers for solving load related 

problems in distributed computing. 

Index Terms—cloud computing, load balancing, data transfer, load balancing algorithms.  

 

 
I. INTRODUCTION 

 

   In telecommunications, the cloud is a public space 

that is found between the endpoints of a transference. 

Information sent over a WAN enters the system from the 

start of the transmission line (by making use of a standard 

convention set) and after that reaches the cloud where the 

new information and the previously transmitted existing 

information share the memory space. The new information 

then leaves the cloud and is encapsulated, deciphered and 

transported by utilizing various strategies, while staying in 

the same form it was on entering the cloud. A system cloud is 

expected to guarantee that no two bundles follow the same 

path when information is sent over a packet switched 

network. The random area the information enters before it is 

reaches the end of the transmission line is known as the 

cloud. 

 

The cloud empowers you to utilize stored 

information from anyplace on the planet at any time. A 

conventional PC setup requires you to be in the same area as 

your data storage device. Utilizing a cloud eliminates this 

prerequisite. The cloud supplier can possess the equipment 

and the product that is important to maintain their home or 

business applications and house them as well. 

Cloud computing is characterized as conveyance of 

processing assets over the Internet. Instead of keeping 

information all on your hard drive, you can utilize a service 

over the Internet, at any area, to store your data. Cloud 

computing conveys infrastructure, software and platform, 

which are accessible as membership only services in a pay-

as-you-go model to clients. 

Load balancing is the procedure of enhancing 

execution of a parallel, conveyed framework by 

redistributing load among every one of the processors. In a 

distributed system of computing hosts, framework execution 

can critically rely on this compelling division of work. 

II. METHODOLOGY 

Depending on the cloud configuration, cloud computing has 

two environments - static and dynamic. 

A. Static Environment 

In a static environment, the resources are not flexible. The 

cloud provider has to install homogeneous resources. It 

requires prior knowledge of resources and user requirements 

such as maximum node size, processing capability, storage 

space and performance. The user requirements and allocated 

resources cannot change during run time. Algorithms that 

accomplish load balancing in static environment cannot adapt 

to the changes occurring during run time. Simulation in the 

static cloud is simple but unsuitable for heterogeneous cloud 

environment. Here are some load balancing algorithms that 

can be used in the static environment.   
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B.Static Algorithms 

1. Token Routing Algorithm 

This algorithm minimizes the system cost. This is 

accomplished by swapping the positions of tokens in the 

system [1]. However, in a scalable cloud system, agents 

cannot normally have enough data with respect to workload 

distribution because of tightening influences influencing 

correspondence. In this way, the workload distribution 

among specialists is arbitrary. This disadvantage can be 

dispensed with by the utilization of a heuristic methodology 

for token based load balancing. The algorithm gives quick 

and practical directing choices. It is redundant for the agents 

to have the complete learning of their worldwide state or of 

the neighbour’s working burden. To choose where the token 

is to be passed, the agents construct their own knowledge 

base. This base is gotten from tokens obtained previously and 

there is no overhead in correspondence. 

2. Round Robin Algorithm 

In this algorithm, every process is split between all available 

processors [2]. This assignment is done by round robin 

ordering. The order for allocation of processes is maintained 

locally without having to depend on allocations by the other 

individual processors. In spite of the workload circulation 

among all processors being the same, the execution times for 

different procedures are distinctive. In this way, at any time, 

there might be some over-burdened nodes and still other 

unused nodes. 

3. Randomized Algorithm 

In this algorithm [2], we assign probability to each 

node. The order of allocating processes is maintained for all 

processors. This algorithm works better for processes that 

have the same load. Otherwise, performance problems may 

arise. The algorithm functions admirably when the Round 

Robin calculation requires high computation time for a 

process queue. 

4. Opportunistic Load Balancing Algorithm 

This algorithm [5] neglects workload of a VM at 

any moment. It attempts to keep each node busy. This 

algorithm deals with unexecuted tasks in random order for 

the currently available node quickly. Each task is assigned to 

a node randomly. It provides load balance schedule with poor 

results. The task processes slowly because it does not 

calculate the running time of the current node.  

 

5. Min-Min Load Balancing Algorithm 

The cloud manager identifies [6] the execution and 

completion time of unassigned tasks waiting in a queue. The 

parameters related to the job are known beforehand. In this 

type of algorithm, the cloud manager first deals with the jobs 

that have minimum execution time by assigning them to the 

processors as per their capability to complete the required job 

in specified completion time. The jobs that take maximum 

time to execute have to wait for an unspecified period of 

time. Once all the tasks in the processor have been assigned, 

the assigned tasks are updated in the processors and the 

assigned task is removed from the waiting queue. This 

algorithm gives a better outcome for jobs having low running 

time. The main drawback of the algorithm is that starvation 

can occur. 

6. Max-Min Load Balancing Algorithm  

Max-Min algorithm [7] works similar to Min-Min 

algorithm. However, after finding out the least time taken for 

running, the cloud manager deals with tasks executing in 

maximum time. The assigned task is expelled from the task 

list and the execution time for remaining errands is updated 

on the same processor. The algorithm follows a static 

approach so all the user requirements are known well in 

advance and the algorithm performs well. An enhanced 

version of max-min algorithm was proposed in [9]. 

Improvement in the efficiency of the algorithm is achieved 

by increasing the opportunity for concurrent execution of 

tasks on resources. 

C. Dynamic Environment 

In a dynamic environment, resources are flexible. 

The cloud provider has to install heterogeneous resources. 

Here, the cloud cannot depend on prior knowledge because it 

depends on run-time statistics. The user’s needs can change 

at execution-time. Algorithms that achieve load balancing in 

cloud systems in dynamic environments must adapt to 

changes in load during run-time. Simulation in dynamic 

environments is difficult but very adjustable with cloud 

computing. 

D. Dynamic Algorithms 

1. Central Queuing Algorithm 

This algorithm deals with the rule of dynamic 

distribution [4]. Every task, on arrival, is inserted into the 

queue by a queue manager. When a request is received by the 

manager, the first task is removed and sent to the requesting 
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process. If there are just unavailable tasks in the queue, the 

request is buffered till another task is accessible. However, if 

another task enters the queue while unanswered requests are 

still in the queue, the first such request is expelled from the 

queue and another task is given to the requesting process. At 

the point when the load falls below the threshold value, then 

the local manager asks the central load manager to send 

another action. The central manager then processes the 

request if and only if a ready action is found. If not found, the 

request is queued until another action reaches the queue. 

2. Connection Mechanism Algorithm 

This is an algorithm [3] that is based on least 

connection mechanism. It dynamically counts the 

connections required such that each server can get an 

accurate estimation of the load. The load balancer records 

connections for every server. The quantity of the connections 

increments when new connections are dispatched to the 

server and reduces when the connections complete or timeout 

happens. 

3. Biased Random Sampling Load Balancing Algorithm 

In this algorithm [11], the system is delineated as a 

virtual chart. Each server is taken as a vertex of the node and 

the in degree represents the accessible free resources that the 

nodes have. On the premise of the in degree, the load 

balancer assigns the task to the node. In the event that the 

nodes have no less than one in degree, the load balancer 

gives the job to that node. At the point when the employment 

is given to the node, in degree is diminished by one, and is 

increased again when the task is executed. Random Sampling 

techniques are utilized as parts of expansion and cancellation 

of procedures. The procedures are centralized by their 

threshold values, which show maximum distance from one 

node to the destination node. This separation is known as 

walk length. The neighbour of the chosen node is selected for 

traversal. In the wake of getting the request, the load balancer 

randomly chooses a node and considers the walk length for 

the node with the threshold value. In the event that the 

threshold value is not exactly equivalent to the present walk 

length, the occupation is executed at that hub. Something 

else, the walk length of the employment is expanded by one 

and another neighbour is randomly chosen. The execution is 

inversely proportional to the quantity of servers. 

4. Ant Colony Optimization Based Load Balancing 

Algorithm 

Aim of the algorithm [6] is to search for the best 

path between the source of food and the colony of ants on the 

basis of their behaviour. The algorithm aims to efficiently 

distribute workload among all the nodes. When a request is 

initialized, the ant moves toward the food source from the 

head node. Regional Load Balancing Node (RLBN) is chosen 

in Cloud Computing Service Provider (CCSP) as a head 

node. Ants keep records of every node they visit. The ant 

records the data for future decision making. The ant deposits 

pheromones during their movement for other ants to select 

the next node. The intensity of the pheromones can vary on 

the basis of certain factors like distance of food, quality of 

food etc. When the job ends successfully, the pheromones are 

updated. Each ant builds its own result set and the set is later 

consolidated into a complete solution. The ant continuously 

updates a single set rather than updating the colony’s result 

set. By the ant pheromone trails, the solution set is 

continuously updated. 

5. Honeybee Foraging Load Balancing Algorithm  

This algorithm [10] is a nature inspired 

decentralized load balancing technique across a 

heterogeneous virtual machine of cloud computing 

environment through a local server action and maximizes the 

throughput. The current workload of the VM is calculated 

and then it decides the condition of the VM states i.e. 

whether they are over loaded, under loaded or balanced. 

According to the current load of the VM, they are grouped. 

The priority of the task is taken into consideration after the 

task is removed from the overloaded VM for which tasks are 

waiting. Then the next task is scheduled to the lightly loaded 

VM. The earlier removed task is helpful for the finding the 

lightly loaded VM. These tasks are known as scout bee in the 

next step. Honey Bee Behaviour motivated Load balancing 

technique decreases the reaction time of the VM and also 

lessens the waiting time of the errand. 

III. CLOUDSIM 

Cloud-based applications have unmistakable 

structure, configuration, and circulation prerequisites. 

Assessing the execution of planning and assignment 

processes on the Cloud base for various purposes and 

servicing models under evolving load, vitality execution and 

system size is a problem. Test beds such as Amazon EC2 

make the production of results hard to do, as it is hard to 

monitor resources and requirements simultaneously. The 

conditions prevalent in the internet environment are beyond 

the tester’s control. 

Another approach is to use simulation tools which 

allow for generating results of hypotheses before software 

development. In the cloud computing domain, access to the 
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platform and utilization of resources incurs payment in real 

money. At the server side, a simulation environment permits 

assessment of various kinds of resources renting scenarios 

under varying loads. With such tools and studies it could 

assist the servers in providing cost optimization for that 

resource. When there are no such simulation platforms, 

clients and servers need to rely on theoretical assessments or 

on experimentation techniques that may result in poor 

performance [12]. To avoid the above problems, we use 

CloudSim. By using CloudSim, analysts and engineers can 

concentrate on configuration problems for the system that 

they need to research, on resources that can incur costs 

without bothering about low level elements identified with 

Cloud-based infrastructures and services. 

IV. RESULTS AND OBSERVATIONS 

 
 

Fig 1: Inputs given to Simulation 

 

The inputs given to simulation, cloudlets, host, VMs 

and random parameters will be kept as the typical values set 

in CloudSim.  

 

Fig 2: Graphical Representation of the Simulation 

The output is depicted as a graph of Finish Time vs. 

Submission time. As submission time increases, finish time 

constantly stays within the same range, thereby causing the 

host to utilize the VM’s execution potential to the best of its 

ability. 

 

Fig 3: Overall response times of data centres 

 

We at first expect that the web application is deployed in one 

area, say Region 0. The overall response time and data 

processing times will be as appeared in the table i.e., 

response time by region. 

 

Fig 4: Data Transfer and Virtual Machine cost 

Practically, as the application develops, there is a 

need to deploy it in various regions. If we consider a second 

region, say, Region 1, we will observe that in spite of the fact 

that the total cost (virtual machine cost and data transfer cost) 

remains around same in both cases, the overall response time 

and data centre processing time turns out to be half when we 

utilize two data centres as opposed to one. Subsequently, to 

diminish the response time, it is ideal to utilize two data 

centres rather than one. Thus, we can exchange information 

faster. 
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