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Abstract: Cloud computing is a mechanism in which company hires the data centre and hosts the
dynamically-generated, geo-dispersed data into the cloud, for processing using a MapJ2sa i it

provides the Trusted Support Service (TSS) by using Java/C
of this system. For cost-minimizing data migration problem,
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in the scale of data or a generated through cloud
computing has been obs8sved. Addressing big data is a
challenging and time- demanding task that requires a large
computational infrastructure to ensure successful data
processing and analysis
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While most efforts have been devoted to designing
bettercomputing models for big data analytics, an important
issuehas largely been left out in this respect. The current
practice to movethe massive amounts of data into a cloud, is
to copy the data into largehard drives for physically
transportation to the data center or even to move entire
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en neededto be presented to users in the
most timely*fashion . It is alsoless secure, given that the
h rives are prone to infectionof malicious programs and

? ges from road accidents. Asafer and more flexible
a

ta migration strategy is in need, tominimize any potential
service downtime.

The challenge escalates when we target at dynamically and
continuously produced data from different geographical
locations. Withdynamic data, an efficient online algorithm
is desired, fortimely guiding the transfer of data into the
cloud over time.For geo- dispersed data sets, we can select
the best datacenter to aggregate all data onto, for processing
with aMapReduce-like framework, which is efficient to
process datawithin one data center but not across data
centers, due to theenormous overhead of inter-data center
data moving in thestage of shuffle and reduce Two efficient
online algorithms are proposed to practicallyguide data
migration over time: an online lazy  migration(OLM)
algorithm and a randomized fixed horizon
control(RFHC) algorithm. Theoretical
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analyses show that the OLMalgorithm achieves a worst-case
competitive ratio of 2.55,without the need of any future
information and regardlessof the system scale, under the
typical settings in real-worldscenarios. The RFHC algorithm
achieves a competitive ratio of 1 + (1 [+1)( k A)that
approaches 1 as the lookahead window | grows. Here x and
A are system dependent parameters ofsimilar magnitudes.

For better user authentication we propose OTP in our
system. This authentication system will ensure authorized
access toinformation building trust in cloud users. The
proposedsystem  application ~ will  be Integrated
DevelopmentEnvironment (IDE) for Java/C source code
compilation,debugging and execution facilities. Only
registered users can use this cloud service.To ensure
information security, system will implement emailOTP
authentication technique. For every login, an OTP willbe
sent to registered email id/mobile no. The cloud user has
tofetch the OTP to email account/mobile and then only he
canaccess  cloud  services like Java/C  source
compilation,debugging and execution.

In the rest of the paper, we discuss related work in Sec. |
describe the system and problem models in Sec.
present the online solutions in Sec. 1V,Sec V d
security methods that can be provided and S
the paper.
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I1l. THE DATA MIGRATION PROBLEM

A. System Model

We can consider a cloud consisting of K geo-distributed
data centers in a set of regions.A cloud user continuously
produces large volumes of data at a set D of multiple
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geographic locations. The user connects to the data centers
from different data generation locations via virtual private
networks (VPNs), with G
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he total co! to be minimized has four components:
bandw th,«€ost, aggregate storage and computing cost,
m cost, and routing cost.

monetary charges d

eC|S|onvar|abIes Two types of optimization variables are

formulated:

(1) Data routing variable xd,g,i,k(t),vd €D ,vg €G
Vie K, Vk €K, denotes the portion of data Fd(t)
produced at location d in t, to be uploaded through
VPN connection (g,i) and then migrated to data
center k for processing.

xd,g,i,k(t) > 0 indicates that the data routing pathd — g — i
— k is employed, and xd,g,i,k =0 otherwise.

Let x° =(xd,g,i,k(t))vdeD,vgeG,vieK,vkeK, the set of
feasible data routing variables are:

X={ (x’(t)) | g€G,i€K kEKZxd,g,i,k(t)=1and xd g,i,kE
[0,1], vd €D ,vg €G ,VieK ,vk €K} (1)
HereXgeG,ieK,keKxd,g,i,k(t)=1ensures that all data
produced from location d are uploaded into the cloud in t.
(2) Binary variable yk(t), vk €K, indicates whether data
center K is target of data aggregation in time slot t (yk(t)= 1)
or not (yk(t)=0). Following the practical requirement of the
current MapReduce framework, we require that at any given
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time, exactly one data center is chosen.
(Yk(t))vkeK, the set of
aggregationvariablesare:

Y={ (y"(t)) |ZkeKyk(t)=1landyk(t) €{ 0,1}, YkeK}(2)

Costs. The costs incurred in time slot t, for uploading the
data into the cloud and for processing the data at the
selected data center, include the following components.
(1)The overall bandwidth cost for uploading data via the
VPN connections,where deD,keKXFd(t)xd,g,i,k(t) is the
amount uploaded via (g,i), and fgi is the charge for
uploading one byte of data via(g,i), derived from bandwidth
prices set by the cloud provider:

CBW(x(t))22g€G,i€K (fgi> deD keKFd(t)xd,g,i,k(t)). (3)
(2)Storage and computation costs are important factors to
consider in choosing the data aggregation point.The data
produced in t and also from the past which is in the form of
raw data or intermediate processing results may involve in
processing and analysing.Without loss of generality, let the
amount of current and history data to process in t be
F(t)=2tv=1(avZdeDFd(v)), whereXdeDFd(v) is the total
amount of data produced in time slot v from different data
generation locations, and weight ave[0,1] is smaller fo
older times v and at =lfor the current time t.
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data centers where they were pro
information has been stored in t
Yk(F(t)) be a non- decregsing cost func!
computation in dal‘cen? ge agg
computing co in | :

Coc(y (#) %

Th
than in %1, d
data
toget

Let y(t) =
possible data

r*tion can differ

d spatial variati
neededfor p

rica
new Yata

ount of

er i , at th @ﬁ
Yt—1v=1(avdeDF, R %e om the
earlier datai currentﬁ igration cost is
incurred. Let ¢ik(z) be the creasing migration
d’ om data centeri to date

between t—1 and t is:
Cwve(y (t),y"(t—1)) 2 LiexkZkek([yi(t—1)—yi(t)]+

cost to move z bytes of
center k. The mlgratlfa

[yk@®)—yx(t—1)] +oik(Zt—1v=10v2deDFd(v))) (5)

(4) The latency incurred for data upload is an important
performance measure, to be minimized in the data routing
and aggregation process. Targeting both monetary cost
minimization and delay minimization, a routing cost for
delays along the selected routing paths is formulated, and

%x‘

combine it with other costs to be the optimization objective.
The overall routing cost in the system in t is:
CRT(x(t))2d, g i,k Lxd,g,i,kt)Fd(t)(ldg + pgi + nik). (6)

where xd,g,i,k(t)Fd(t)(1dg + pgi + nik) is the product of data
volume and delay along the routing path d - g —» 1 — k.
The weighted formula suggests that transferring a large
volume of data via a high latency path causes high cost. L is
the routing cost weight converting
xd,g,i,k(t)Fd(t)(Idgtpgitnik) into a monetary COSt,
reflecting how latency-sensitive the user is. A cloud user
specifies L as a constant a priorj mcy 1dg +pgi ik is
fixed in each slot but can chag 2. In summary, the
overall cost incurred in t ig
Clx(1).y"(1)= CBW(x H)+C
o ®.y7(t-1) +

urred mto

( defined

i ation cost
brmation &,&

g (x*(t))%‘ (1)) + CRT(x"(1)).
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\)

orithm (Alg. 1), whose basic
center switching even if the one-
ates so, until the cumulative non-

(in Ct=MG(x(t),y"(1))) has
signifi%yﬁxceeded the potential data migration cost.

1: The Online Lazy Migration (OLM)
ithm

t=1;
2: t=1; /[[Time slot when the last change of aggregation data
center happens
3: Compute data routing decision x”(1) and aggregation
decision y~’(1) by minimizing C(x’(1),y"(1))
4: Compute CMG 1(y’(1),y’(0)) and C—MG 1 (x"(1),y"(1));
5: while t <T do

6:ifC-MG ty’(0),y (t-1)< 1B2ZCv
—MG(X”(v),y”(W)t—1v=F
then

7: Derive x(t) and y~(t) by minimizing C—MG ¢t (x"(t),y"(t))
and constraint CMG t (y'(t),y"(t-1)) <BIC-MG t
(" ().y"®);

8:if y’(t) #y"(t-1) then

9: Usethenew aggregation datacenter indicatedby y~(t);

10: = 1t;

11: if ¢<tthen //not to use new aggregation data center 12:
¥y (t)=y’(t-1), compute data routing decision x(t) by
solving (10) if not derived;

13:t=t+1
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At the beginning (t=1), we solve the one-shot optimization
and upload data via the derived optimal routes x°(1) to the
optimal aggregation data center indicted by y’(1). Let ¢ be
the time of the data center switch. In each following time
slot t, we compute the overall non-migration cost in [t —
11,2t 1v=tCv—MG(x"(v),y"(V))). The algorithm
checkswhether this cost is at least B2 times the migration
cost CMG t(y (), vy (£-1)). If so, it solves the one-shot
optimizationto derive x”(t) and y~(t) withoutconsidering the
migrationcost, i.e., by minimizing C—MG t(x"(t),y”(t)) and
an additional constraint, that the potential migration
cost,C—MG t (y’(t),y’(t-1)), is no larger than Bl times the
nonmigration cost C—MG t (x"(t),y’(t)) at time t (to make
sure that the migration cost is not too excessive). If a change
of migration data center is indicated (y~(t) = y”(t — 1)), the
algorithm accepts the new aggregation decision, and
migrates data accordingly.In all other cases, the
aggregationdata center
remainsunchangedfromt—1,whileoptimaldataroutingpath
are computed given this aggregation decision, for u
new data generated in t.

Alg.1 avoids aggressive switches of the a
center, to prevent moving a large amo
forth too often. Excessive
Parameters 2 > 0 and 1 > 0 contr
“aggressiveness” of the algorithm: a la

from histo

assume t
predicted

size frames of |
slot t of each fr
for the next | time slots, I.€.
€ D, are known. We solvet
over time frame [t, t + 1],gi
of y’(t — 1), to derive
aggregation decisions y"(v),vv =t, .
minimizeXC(x"(v),y” (v))t+lv=t. (9)

equal—

ata generation
., Fd(t+1), vd
|ng cost minimization
Q& data aggregation decision
routmg decisions x’(v) and
,t+1, using Alg. 1

We design a Randomized Fixed Horizon Control
(RFHC)algorithm (Alg. 2). At the beginning, the algorithm
uniformlyrandomly chooses p € [1, | + 1] as the start of the
firsttime frame of | + 1 slots, i.e., it randomly picks one
specificalgorithm FHC(p)from the I+1 FHC algorithms: at t
= 1, it solves (16) to decide the optimal data routing and
aggregationstrategies in the period of t=1to p — 1 (p #1);

kaheadwmdo%%%

thenatt=p,p+1+ 1, p+2(+1)... itsolves (16) for
optimalstrategies in the following | + 1 time slots,
respectively.

Algorithm 2: The Randomized Fixed Horizon Control
(RFHC) Algorithm

1:y7°(0)=0;

2: p=rand(1, | + 1); //A random integer within [1,1+1]
3:ifp#1 then

4: Derive x°(1) *+ + *x(p — 1) and y'(1) ...
solving(16) over the time window [1, p —1];

y'(p —1) by

5:t=p;
6: while s <T'do

7:if(t—p)mod (1 +1) =
8: Derive x(t),
bysolvmg (16)
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security@n‘&ensured by two

Wud computingenvironment
s% mputing platform.Our proposed

ate One TimePassword through email
0 ensure info

WOn security. Thesystem will generate this
OTP eﬁr

ysfime the user is trying tologin. The One time
lementing trusted computing platform

will be mailed /sent SMS tothem for every login.

%ynamic password is generated either in time based or

event base mechanisms. One-time password authentication
system (OTP) provides authentication for system access

(login).

Algorithm 3: OTP generation

Input: User’s detailed information including Gmail
account& mobile number

Output: One time password

1. Generate random values between 0-123(excluding
0,123)

2. Check the values in range of 47-57(0-9), 65-91(A to
Z2),97-122(ato 2)

3. If the number is in the range then convert the
number in to its ASCII value Else convert the
number to its nearest number then convert the
number in to its ASCII value

4. Append the generated characters in the password
String(OTP)
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(B).Privacy Preservation

Privacy preservation is an important issue in the release of
data for mining. We focus on a study on the k-anonymity
property[10]. The k-anonymity model assumes a quasi-
identifier, which is a set of attributes that may serve as an
identifier in the data set. It is assumed that the dataset is a
table and that each tuple corresponds to an individual. Let Q
be the quasi-identifier. An equivalence class of a table with
respect to Q is a collection of all tuples in the table
containing identical values for Q. The size of an equivalence
class indicates the strength of identification protection of
individuals in the equivalent class. If the number of tuples in
an equivalence class is greater, it will be more difficult to re-
identify individual. A data set D is k-anonymous with
respect to Q if the size of every equivalence class with
respect to Q is k or more. As a result, it is less likely that
any tuple in the released table can be linked to an individual
and thus personal privacy is preserved.

We propose a simple and effective model to protect both
identifications and sensitive associations in a disclosed data
set. The model extends the k-anonymity model to th
(a,k)anonymity model to limit the confidence
implications from the quasi-identifier to a sensi
(attribute) to within o in order to protec

DEFINITION: ((a,k)-ANONYMIZ

table is said to be an (a,k)-anonymizati
view modifies the #ble i
i cia i

issues whi ymity

model § attrlbute contai

many Vi es the attribu %
provided by

the same_ti
method. $

CONCLUSION%
This paper designs e t alg ri

minimizing migration of geo-dj
for processing using a &ce—like framework. Two
online algorithms are desi to practically migrate data in
an online fashion. Data security and privacy is one of the
biggest challenges in cloud computing .Cloud data must be
protected not only against external attackers but also corrupt
insiders .Our proposed system uses OTP and Privacy
Preservation approach which aims to make cloud data self
intelligent.

sf:)r timely, cost
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