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Abstract— One of the many chronic diseases that affect the elderly globally is diabetes. This condition develops when the blood sugar 

or glucose level is extremely high. Serious health issues can be avoided with early diabetes testing and treatment. The current methods 

for measuring blood glucose are intrusive, which makes patients uncomfortable. In this study, a dataset constructed from samples from 

the PIMA Indian Diabetes dataset is used to predict diabetes using a machine learning technique. Decision Tree utilising K Fold cross 

validation and Train Test split are the machine learning techniques utilised in this study. Using Decision Tree and Logistic Regression, 

comparative study of model accuracies and other performance parameters (Precision, Recall, F1 score) is also investigated. 

 
Index Terms— Diabetes, Decision Tree, Logistic Regression, Machine Learning, K-Fold, Train-test split. 

 

I. INTRODUCTION 

Diabetes is a typical chronic condition that develops when 

the pancreas is unable to produce enough insulin (Type 1 

diabetes) or when the patient's body does not use the insulin 

properly (Type 2 diabetes). Uncontrolled diabetes frequently 

results in hyperglycaemia, or elevated blood sugar. Diabetes 

can seriously harm blood vessels and nerves over time [1]. 

According to the National Diabetes Statistics Report 2020, 

there are 34.2 million Americans who have diabetes, 

representing 10.5% of the country's population. In contrast to 

the 26.9 million persons with diabetes who have been given a 

diagnosis, 7.3 million people do not know they have the 

disease, which represents a 21.4% prevalence [2]. India, 

which was classified as the second-highest country in the 

world for the percentage of diabetics, had almost 77 million 

new cases of the disease in 2019 [3]. Cross validation is a 

method for evaluating a model's performance and comparing 

various models side by side. On the same set of data, for 

instance, we can compare the performance of a support 

vector machine (SVM) with a K-nearest neighbours (KNN) 

model. Machine Learning classifiers were used in this study 

to carry out various cross-validations. The model was 

validated using the k-fold CV method. To undertake training 

with test data, the PIDD was divided into 'k' folds. The 

remaining 'k-1' folds were then joined to create trained data. 

Original data were divided into 'k' folds (k1, k2,..., ki) at 

random, and the model was tested 'k' times[4]. 

II. LITERATURE SURVEY 

Type 1 diabetes, Type 2 diabetes, and gestational diabetes 

can be broadly categorised as the three main kinds of 

diabetes. Type 1 diabetes: Each and every beta cell in our 

pancreas is destroyed by this immunological response. Our 

pancreas' beta cells are the ones that produce insulin. 

Insufficient insulin prevents the transport of glucose from our 

food to our cells, which causes a variety of both immediate 

and long-term issues. Our bodies become less responsive to 

insulin in Type 2 Diabetes, starving our cells and leaving 

extra glucose in our bloodstream. An illness that occurs 

during pregnancy is gestational diabetes. The combination of 

hormones and more insulin produced during pregnancy can 

result in high blood sugar levels. Diabetes is also a disease 

with a significant risk of occurrence in newborns [5]. 

Razavian et al. (6) developed prediction models based on 

logistic regression for various onsets of type 2 diabetes 

prediction in order to deal with the high dimensional datasets. 

Support vector regression (SVR) was utilised by Georga et al. 

(7) to predict diabetes, which is a multivariate regression 

problem, with an emphasis on glucose.  

Cross-validation outperforms other strategies, and further 

stratification improves performance by reducing bias and 

variance, according to D.Kohavi's [8] assessment of 

numerous accuracy estimation techniques.  

 Support Vector Machines beat out Naive Bayes and 

logistic regression in terms of accuracy and performance, 

according to Kavakiotis et al. [9], who implemented 10-fold 

cross validation as an evaluation technique for these three 

algorithms. To forecast diabetes illnesses, Weifeng Xu et al. 

[10] used a range of machine learning techniques. These 

algorithms led to the discovery that Random Forest was more 

accurate than other data mining methods. 
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III. DATA PREPROCESSING  

3.1 Data Collection 

 
Fig 1: General Process 

IV. ALGORITHMS 

A fundamental classification and regression technique is 

the decision tree. The classification of instances based on 

features can be described using a decision tree model, which 

has a tree-like structure[11]. It can be viewed as a collection 

of if-then rules, or as conditional probability distributions that 

are specified in feature space and class space. Classification 

is used when the features are grouped, and regression is used 

when the data is continuous. The entropy of every 

characteristic is initially calculated by the Decision Tree 

algorithm. After that, the dataset is divided into groups 

according to the variables or predictors with the greatest 

information gain or lowest entropy. 

 

V. RESULTS 

 
Fig .2. Values of Precision, Recall and F1 score of Model using Decision Tree Classifier with Train Test split. 

 

Figures 2 and 3 display the Precision, Recall, and F1 score 

values obtained by applying K Fold cross validation and 

Train Test split in Decision Tree and Logistic Regression 

models. 
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Fig .3. Values of Precision, Recall and F1-score of Model using Decision Tree Classifier with K-Fold Cross Validation. 

 
Fig .4. Values of accuracies in Decision Tree Classifier and Logistic Regression 

The accuracy values obtained using the K Fold 

cross-validation and Train Test split using Decision Tree and 

Logistic Regression are shown in Figure 4. At n-splits=10, it 

has been observed that the accuracy of the  K-Fold approach 

is greater than that of the Train test Split method in Logistic 

Regression[g].The accuracy of Model using Decision tree 

with Train Test split was greater than K Fold cross validation 

at n-splits=20. 

 
Fig .5. Values of accuracies in Decision Tree Classifier using K Fold Validation 

The Decision Tree model was tested for various K-folds 

(Fig 5), and it was observed that the mean accuracy was 

74.65% at n splits=20.The maximum and minimum 

accuracies achieved using the K-Fold cross validation are 

0.8947% and 0.589% respectively. 

VI. CONCLUSION 

We used the dataset for diabetes in this paper. This 

research could be expanded to include disease prediction for 

other conditions using various other cross-validation 

approaches. For this research, Decision Tree with Tain test 

split and K-Fold cross-validation has been used. For 
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Further study, Naive Bayes, Random Forest Classifier, and 

KNN are few examples of machine learning classifiers that 

can be employed. Using various dataset types and machine 

learning algorithms, this research can be expanded.  
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