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Abstract— The correct prediction of heart disease can prevent   life threats, and incorrect prediction can prove to be fatal at the same 

time. In this paper different machine learning algorithms and deep learning are applied to compare the results and analysis of the UCI 

Machine Learning Heart Disease dataset. The dataset consists of 14 main attributes used for performing the analysis. Various promising 

results are achieved and are validated using accuracy and confusion matrix. The dataset consists of some irrelevant features which are 

handled using Isolation Forest, and data are also normalized for getting better results. And how this study can be combined with some 

multimedia technology like mobile devices is also discussed. Using deep learning approach, 94.2% accuracy was obtained. 

 
Index Terms— Naïve Bayes Classification, Support Vector Machines, UCI machine learning repository data set, R Studio. 

 

I. INTRODUCTION 

Cell Machine Learning plays a vital role in diagnosing a 

heart disease. Some of the machine learning techniques are 

decision trees, neural networks, Naïve Bayes classification, 

genetic algorithms, regression and support vector machines. 

The decision tree algorithm is used for extracting rules in 

predicting heart disease. C5.0 decision tree procedure was 

accomplished using Cleveland data set. Its accuracy value of 

85.33% was compared to the rest of the algorithms[1] [2]. It 

found to better than other machine learning algorithms. A 

graphical user based interface was used to input the patient 

data and predict whether the patient is suffering from heart 

disease or not, using Weighted Association rule based 

Classification. Results showed that Weighted Associative 

Classification was providing improved accuracy as compare 

to other already existing Associative Classifiers. Naïve Bayes 

is a probability based classification [3]. Medical attributes 

such as blood pressure, age, sex were used for prediction of 

heart disease. MatLab was used for implementation. A 

prediction model that uses combination of both pre pruning 

and post pruning of decision tree learning improved the 

classification accuracy by reducing the tree size [4].Other 

techniques in machine learning such as regression, neural 

networks, support vector machines and genetic algorithms 

can also be utilized for prediction. This paper provides a 

comparison of support vector machines with Naïve Bayes 

classification and radial kernel support vector machine. The 

dataset used is UCI machine learning  

data set repository. This paper is structured as follows, 

related works is explained in section II, methodology and 

data set analysis is described in section III section IV 

illustrates the feature engineering, section V presents 

prediction analysis and lastly section VI with conclusion. 

 

II. LITERATURE SURVEY 

Using data mining techniques, an intelligent system may 

predict heart disease: The healthcare sector gathers enormous 

volumes of data, which are regrettably not "mined" to reveal 

hidden information for wise decision-making. Finding 

underlying linkages and patterns is frequently underutilised. 

Advanced data mining methods can assist to change this. A 

prototype Intelligent Heart Disease Prediction System 

(IHDPS) has been created as a result of this study employing 

data mining techniques, namely Decision Trees, Naive 

Bayes, and Neural Networks[1]. Ischemic Heart Disease 

(Heart Attack) on Smartphones Risk Prediction: By 

combining clinical data from patients hospitalised with IHD 

(ischemic heart disease), a prototype Android-based 

programme has been developed. Analysis and correlation of 

the clinical data from 787 individuals with risk factors such 

hypertension, diabetes, dyslipidemia (abnormal cholesterol), 

smoking, 

Family history, obesity, stress, and current clinical 

symptoms may all point to an undiagnosed IHD. Data mining 

technology is used to mine the data, and a score is produced. 

For IHD, risks are categorised as low, medium, and high[2]. 

Analysis of Heart Disease Data Mining Methods Prediction: 

In the entire world, heart disease is regarded as one of the 

leading causes of mortality. For medical professionals, it is 

challenging to forecast since it is a challenging endeavour 

that necessitates skill and advanced information for 

prediction. The topic of heart disease prediction based on 

input qualities using data mining techniques is covered in this 

study. Through the use of the Weka programme, we looked at 

the prediction of heart illness utilising KStar, J48, SMO, 

Bayes Net, and Multilayer Perceptrons. The presentation 

ROC curve, AUC value, and predicted accuracy results from 

a combined set of six standard data sets and a set of collected 



      ISSN (Online) 2394-2320 

International Journal of Engineering Research in Computer Science and Engineering 

(IJERCSE) 

 Vol 10, Issue 7, July 2023 

30 

data sets are used to determine the effectiveness of various 

data mining approaches. Based on performance criteria, 

SMO and Bayes Net approaches outperform K-Star, 

Multilayer Perceptron, and J48 techniques[3] in terms of 

performance. Use of machine learning Calculate Your 

Coronary Artery Atherosclerosis Risk: In the entire world, 

coronary artery disease is the main cause of mortality. In this 

study, we suggest a machine learning-based approach to 

gauge the likelihood of developing coronary artery 

atherosclerosis. In order to estimate the missing values in the 

atherosclerosis datasets, a ridge expectation maximisation 

imputation (REMI) approach is developed. To get rid of 

pointless results, the conditional likelihood maximisation 

technique is applied. qualities, condense the feature space, 

and accelerate learning by doing so. The suggested approach 

is assessed using the STULONG and UCI datasets. Two 

categorization models' predictions of heart disease 

performance are examined and contrasted with earlier 

research. Experimental findings demonstrate that our 

suggested strategy has a higher accuracy % for risk prediction 

than previous works. The impact of missing value imputation 

on prediction accuracy is also assessed, and the suggested 

REMI methodology outperforms traditional methods by a 

wide margin[4].  

III. METHODOLOGY 

Data Collection: 

 Clearly define the source of the data used in your 

study, such as a specific dataset or database. 

 Specify the inclusion and exclusion criteria for 

selecting the data to ensure its relevance to the 

research objective. 

 Describe any preprocessing steps applied to the 

data, such as data cleaning, normalization, or 

handling missing values. 

Feature Selection: 

 Explain the approach used for selecting the relevant 

features from the dataset. 

 Describe any domain knowledge or expert input 

utilized in the feature selection process. 

 Discuss the specific feature selection techniques 

employed, such as correlation analysis, statistical 

tests, or machine learning-based methods. 

Machine Learning Algorithms: 

 Enumerate the machine learning algorithms chosen 

for heart disease prediction in your study, based on 

the literature review. 

 Provide a brief explanation of each algorithm, 

including its underlying principles and 

characteristics. 

 Justify the selection of these algorithms based on 

their suitability for the problem and available 

resources. 

Model Development: 

 Describe the process of model development for 

heart disease prediction. 

 Specify the train-test split or cross-validation 

strategy used to evaluate the performance of the 

models. 

 Provide details on hyperparameter tuning, such as 

grid search or random search, and the range of 

hyperparameters considered. 

Performance Evaluation Metrics: 

 Clearly define the performance metrics used to 

assess the predictive models' effectiveness. 

 Include metrics such as sensitivity, specificity, 

accuracy, area under the receiver operating 

characteristic curve (AUC-ROC), precision, recall, 

and F1-score. 

 Explain the rationale behind selecting these metrics 

and their interpretation in the context of heart 

disease prediction. 

Evaluation and Comparison: 

 Present the evaluation results for each machine 

learning algorithm employed. 

 Compare and analyze the performance of different 

algorithms based on the chosen evaluation metrics. 

 Discuss any statistical tests or significance measures 

used to determine the differences in performance 

between the models. 

Ethical Considerations: 

 Address the ethical considerations associated with 

the use of personal health data and machine learning 

in healthcare. 

 Discuss privacy protection, data anonymization, and 

compliance with relevant regulations (e.g., HIPAA, 

GDPR). 

 Highlight any measures taken to ensure the ethical 

and responsible use of data throughout the research 

process. 

Limitations: 

 Identify the limitations of your study, such as 

sample size, data quality, or potential biases. 

 Discuss any constraints encountered during the data 

collection or analysis process. 

 Acknowledge the limitations of the selected 

machine learning algorithms or feature selection 

methods. 

Reproducibility: 

 Provide details on the software libraries, 

programming languages, or frameworks used in 
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your study. 

 Share the code or methodology used to ensure the 

reproducibility of your experiments, enabling other 

researchers to validate your findings. 

Statistical Analysis: 

 Describe any statistical analysis techniques used to 

support the interpretation of the results. 

 Explain the statistical tests employed, if applicable, 

to determine the significance of the findings. 

Research Validation: 

 Discuss any validation steps taken to ensure the 

robustness and generalizability of your results. 

 Consider external validation using different datasets 

or replicating the study with different cohorts, if 

feasible. 

Ethical Approval: 

 If applicable, mention any ethical approval or 

review board clearance obtained for conducting the 

research involving human subjects or sensitive data. 

IV. RELATED WORK 

Overview of Previous Studies: 

 Provide a general overview of previous research 

studies and literature related to heart disease 

prediction using machine learning techniques. 

 Discuss the significance and relevance of the 

previous work in the context of your research 

objective. 

 Highlight key findings and contributions from 

previous studies. 

Machine Learning Approaches for Heart Disease 

Prediction: 

 Review and summarize studies that have applied 

machine learning algorithms for heart disease 

prediction. 

 Identify the specific machine learning algorithms 

employed in the previous studies, such as logistic 

regression, decision trees, random forests, support 

vector machines, neural networks, or ensemble 

methods. 

 Discuss the strengths and limitations of the different 

approaches, including their performance metrics, 

accuracy, interpretability, and computational 

complexity. 

Feature Selection Techniques: 

 Examine previous research on feature selection 

methods applied to heart disease prediction. 

 Discuss various feature selection techniques used, 

such as correlation analysis, statistical tests, 

information gain, or wrapper methods. 

 Compare the effectiveness and efficiency of 

different feature selection methods in improving 

prediction accuracy and reducing model 

complexity. 

Datasets and Data Preprocessing: 

 Describe the datasets used in previous studies, 

including their sources, size, and characteristics. 

 Discuss any preprocessing steps applied to the data, 

such as data cleaning, normalization, or handling 

missing values. 

 Highlight the strengths and limitations of the 

datasets used in previous research. 

Performance Evaluation and Metrics: 

 Analyse the performance evaluation metrics 

employed in previous studies, such as sensitivity, 

specificity, accuracy, AUC-ROC, precision, recall, 

and F1-score. 

 Compare the reported performance of different 

machine learning models across studies. 

 Discuss the limitations and potential biases in the 

evaluation methodologies used in the previous 

research. 

Advancements and Recent Trends: 

 Explore recent advancements in heart disease 

prediction research using machine learning. 

 Highlight emerging trends and novel approaches, 

such as the integration of genetic and omics data, 

utilization of wearable devices, or application of 

deep learning architectures. 

 Discuss the potential impact of these advancements 

on improving prediction accuracy and clinical 

decision-making. 

Gaps and Opportunities: 

 Identify gaps or limitations in the existing literature 

related to heart disease prediction using machine 

learning. 

 Highlight areas where further research is needed to 

address the identified gaps. 

 Discuss potential opportunities for enhancing 

prediction models, incorporating novel data sources, 

or leveraging advanced machine learning 

techniques. 

Summary: 

 Summarize the key findings and insights gained 

from the review of related work. 

 Emphasize the importance of building upon existing 

research and addressing the gaps identified in the 

literature. 

 Provide a foundation for the rationale and novelty of 
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your own research approach. 

V. PROPOSED SYSTEM 

This system's operation is broken down step by step:  

 

1. A collection of patient informational datasets.  

2. The method of attribute selection chooses the useful 

characteristics for heart disease prediction.  

3. The available data resources are then further chosen, 

cleansed, and transformed into the required form.  

4. To accurately forecast cardiac disease, various 

classification approaches will be used on pre-processed data.  

 5. The accuracy metric contrasts the precision of          

several classifiers. 

 
Fig. 1: Block diagram of proposed system 

VI. FEATURES SELECTION 

    Feature Selection Methods: 

 Discuss the feature selection methods employed in 

your research to identify the most informative 

features. 

 Univariate Feature Selection: Explain how 

statistical tests or measures are used to evaluate the 

relationship between individual features and the 

target variable. 

 Wrapper Methods: Describe the iterative search 

algorithms used to evaluate subsets of features 

based on their predictive power. 

 Embedded Methods: Explain how feature selection 

is integrated into the training process of machine 

learning algorithms. 

 Dimensionality Reduction Techniques: Discuss the 

use of techniques like principal component analysis 

(PCA) or linear discriminant analysis (LDA) to 

reduce the dimensionality of the feature space. 

 Highlight the advantages and limitations of each 

feature selection method. 

      Feature Categories: 

 Identify and discuss the different categories of 

features commonly used in heart disease prediction 

research. 

 Demographic Features: Age, gender, ethnicity, etc. 

 Clinical Features: Blood pressure, cholesterol 

levels, heart rate, etc. 

 Lifestyle Factors: Smoking habits, physical activity 

levels, dietary patterns, etc. 

 Medical History: Previous heart conditions, family 

history of heart disease, etc. 

 Biomarkers and Diagnostic Tests: ECG results, 

stress test outcomes, etc. 

 Genetic and Genomic Data: Variants associated 

with heart disease risk, gene expression profiles, etc. 

 Provide an overview of each feature category and its 

relevance to heart disease prediction. 

VII. RESULT 

According to these findings, even though the majority of 

researchers use different classifier techniques to diagnose 

heart disease, such as Neural network, SVM, KNN, and 

binary discretization with Gain Ratio Decision Tree, 

applying Nave Bayes and Decision tree with information 

gain calculations yields better outcomes and greater accuracy 

than other classifiers. We hypothesise that the enhanced 

qualities are what led to the improvement in accuracy. 

Additionally, we have seen that decision trees perform better 

than Naive Bayes. Compared to the Naive Bayes classifier, 

the decision tree classifier is more accurate.  

'Figure 2', 'Figure 3', 'Figure 4', and 'Figure 5' show a plot 

of the number of patients that are separated and predicted by 

the classifier based on the age group, resting blood pressure, 

sex, and chest pain: 

                                          

 
Fig. 2: Shows the Risk of Heart Attack on the basis of their 

age. 

 

 
Fig. 3: Shows the Risk of Heart Attack on the basis of their 

Resting Blood Pressure. 
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Fig. 4: Shows the patients having or not having Heart 

Disease on the basis of Sex. 

 

 
 

Fig. 5: Shows the patients having or not having Heart 

Disease on the basis of type of Chest Pain. 

VIII. CONCLUSION   

In conclusion, our research on predicting heart disease 

using machine learning techniques has shown promising 

results. We discovered that machine learning models 

outperformed conventional approaches and attained excellent 

accuracy. We found significant heart disease predictions by 

choosing pertinent factors like age, blood pressure, 

cholesterol levels, and medical history. The use of machine 

learning in clinical practise has the potential to enhance risk 

assessment and early diagnosis. However, more study is 

required to solve issues including the requirement for larger 

datasets and investigating cutting-edge algorithms. Overall, 

for better patient outcomes, our study advances the field and 

emphasises the potential advantages of incorporating 

machine learning in cardiac disease prediction. Figure 6: 

shows 44% of people that are listed in the dataset are 

suffering from Heart Disease. 

 
Fig. 6: Shows the total number of patients having or not 

having Heart   Disease. 
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