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Abstract— One of the most crucial jobs in computer vision is object tracking, which has many real-world uses in fields like robotics, 

automated car tracking, and traffic monitoring. Using the camera in video sequences, object tracking is the proceeding of finding moving 

things over time. Object recognition is the first step in tracking and aims to identify or find the moving object in the frame. Following 

that, the observed object can be categorized as moving animals, people, trees that are swaying, birds, and some other objects.  The object 

tracking method divides the area of interest in a picture, tracks its movements and position, and looks for any blobs. Numerous studies 

have been conducted recently, but this is due to a variety of difficulties, including shadowing, varying lighting conditions, rapid motion, 

etc. research in this field is still ongoing. The identification and monitoring of multiple objects in dynamic environments have lately 

attracted the attention of computer vision researchers. In this study, a tracking algorithm that incorporates the object characteristics 

mentioned above is reviewed and examined. The purpose of this article is to analyse and evaluate the prior approaches for object 

recognition and tracking using video sequences over various stages. Deep learning has received a lot of attention lately due to its 

excellent performance. 

 

Index Terms—Deep Learning, Object Detection, Object Identification, Object Tracking. 

 

I. INTRODUCTION 

One of the significant jobs in computer vision is object 

tracking, which aims to find and follow things in picture 

sequences. In order to monitor an item, it must be identified 

in the initial frame of the movie and then tracked in the 

succeeding frames. Object monitoring has a variety of uses. 

The technique of segmenting an object or group of objects 

from the recorded video with the intention of monitoring their 

motion, occlusion, and orientation is known as object 

tracking. 

A technique for categorizing or forecasting the class of 

particular items in a video frame is called object 

classification. The things are divided into categories such as 

people, creatures, birds, cars, and moving items [1]. Object 

tracking, the last stage, is the identification of target objects 

over a series of video frames [2]. Determining the objects in a 

film and reading their paths correctly is what is referred to as 

object tracking.  

 
Figure 1. Stages of Object Tracking 

Object tracking is useful in a variety of fields, including 

robotics (such as the ASIMO humanoid robot [3]), 

self-sustaining vehicle monitoring (such as path-tracking 

[4]), medical diagnosis systems (such as the medical 

instrument control [5]), traffic monitoring (such as traffic 

flow monitoring [6] and activity recognition. (such as 

recognition of human activity [7]). There are many 

difficulties in object tracking, which has prompted 

continuing study in this field. Low resolution, backdrop 

groups, occlusion, rapid motion, changing target location, 

and other difficulties are a few of these. 

It is important to attempt to meet these standards as much 

as feasible when developing each tracking program because 

there are many parts of tracking that present significant 

challenges. Here is a summary of a few of these 

characteristics. 

Robustness: When a tracking system is robust, it can 

continue to follow the target despite challenging 

circumstances like backdrop debris, occlusion, and changing 

lighting. Adaptability: The subject is also susceptible to 

changes, such as complicated and sudden movements, in 

addition to changes in the surroundings. The tracking device 

must have the capacity able to recognize and follow the 

target's present apparent traits in order to resolve this issue. 

Information processing in real time: A system that works 

with picture sequences needs to be able to handle information 

quickly. A high-performance method must therefore be used. 

The various stages or crucial components of object 

tracking are object detection, object classification, and 

monitoring. Any method for tracking an item needs to follow 

some fundamental stages. Fig. 1 shows the basic steps. The 

following parts provide a detailed explanation of each step. 

The study of automated object recognition and monitoring 

changed due to the advancement of technology. 

The paper is organised as follows: Section 1 is the 

introduction; Section 2 is the literature review; Section 3 is 

the methodology; Section 4 is the result and discussion; and 

Section 5 is the conclusion. 

II. LITERATURE REVIEW 

Various techniques to recognize and follow the items in the 

video frames have been suggested by numerous writers. 

There aren't many algorithms that use image processing 
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methods, and with the latest advancements in technology, 

deep learning-based approaches are showing encouraging 

results. Several techniques for object recognition and object 

tracking are discussed in this paper. 

a. Image processing techniques for Tracking and 

Detection of various Objects 

Methods of Object detection: It is a necessary first stage in 

all object tracking in order to recognize things of interest in 

video sequences. The process of finding moving objects in a 

series of film frames is called object recognition. Fig 2 

displays various kinds of Object Detection techniques. 

 
Figure 2. Different Object Detection methods 

The author of [8] proposes an underlying 

subtraction-based image recognition method that identifies 

different objects with the greatest pixel-level difference 

among the frame and video framework before it. A backdrop 

with multiple models is incompatible. A sliding window 

method was used by the author in [9] to generate the 

background picture based on the temporal change of each and 

every pixel in the file containing L Video frames. 

According to optical flow distribution characteristics of the 

picture, the author [10] suggested a technique for determining 

the flow of light through the area of a picture and conducting 

the clustering process. A Simplest backdrop Subtraction was 

recommended by Aldhaheri and Edirisinghe (2014) and 

Haritaoglu et al. (2000) [11]. The fundamental idea was that 

the backdrop frame is removed from the current frame. This 

approach provides precision ranging from modest to high. 

The optical flow method, which makes use of the 

pixel-level optical flow distribution features, was proposed 

by Krishna et al. in 2011 [12]. This method provides all 

moving info but necessitates more computations. It is evident 

from the foregoing that the object identification relies on 

backdrop subtraction, optical movement, and frame 

difference. 

Methods of Object Classification: Object recognition is 

finished once the first stage of monitoring is over. Any 

moving item can be spotted, including people, animals, 

swaying trees, birds, and vehicles. The second step of object 

tracking, Object classification can be used to classify this 

discovered item. Fig 3 displays various kind of Object 

Classification approaches. 

 
Figure 3. Different Object Classification methods 

The author [13] has suggested a motion-based 

categorization method that doesn’t need a template for 

pre-set patterns but struggles to recognize motionless objects. 

The categorization method based on movements is 

moderately accurate. 

The idea of texture-based image categorization was put 

forth by the author in [14], who computed the gradient 

orientation that happens in particular areas of the picture. 

This method offers higher quality but requires more 

calculation time. Using a Gaussian Mixture Model, Hu et al. 

(2004) characterized the color distribution in a picture 

sequence and separated the backdrop and objects. 

Color-based object recognition was suggested by X.Dong 

et al. [15]. With this technique, moving objects and their 

shadows can be extracted for further use by first being 

identified in advance based on luminance and chromatic 

distortion. The author [16] suggested a Shape-based 

categorization, a straightforward pattern matching method 

that can be used with graph matching methodology. 

Methods of Object Tracking: The method of subdivision of 

an object that is interesting from a set of video sequences or 

sequential frames is known as object tracking. Due to 

information loss, complicated movement of objects or 

irregular object structure, noise in the picture, real-time 

requirements, and occlusion, tracking is a challenging issue 

in image processing. Fig 4 displays the various kinds of 

Object Classification approaches. 
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Figue 4. Different Object Tracking methods 

The author of [17] provides a thorough overview of object 

tracking methods. The three different kinds of object 

monitors are point tracking, kernel tracking, and outline 

tracking. For the purposes of point tracking, focal points 

symbolize moving things. Oiwa et al. (2016) [18] proposed 

the probabilistic background model for tracking the object 

from video frames. When compared to previous methods, the 

simulation results show that this strategy is extremely 

accurate and effective. The goal of this study should be to 

improve object tracking accuracy while also accelerating 

object tracking speed. 

A Particle Filter method was recommended by Hu et al. in 

2004 [19]. The Recursive Bayes filtration method was 

employed. It produces positive outcomes for occultation and 

complicated backgrounds. A simple template matching 

technique was used by Cucchiara et al. in 2003 [20]. This 

makes use of the video technique known as Matching area of 

interest, which can handle partial occlusion. 

Zhang et al. (2016) [21] proposed an approach combining 

frame difference and non-parametric method for video 

analysis traceability. The test findings showed that this 

approach outperformed GMM and traditional frame 

difference. It also, has the ability to eliminate background 

noise, which enables us to accurately recognise moving 

objects in applications like tracking analysis for food and 

agricultural goods. This study must increase the traceability 

system's capability and offer a visible supply chain in order to 

ensure the user's safety. 

 

 

b. Deep Learning based techniques for Tracking and 

Detection of various Objects 

Object detection and object tracking approaches which are 

based on deep learning, have gained a lot of attention in 

comparison to previous approaches due to the computer 

vision research's quick growth. 

Object Recognition based on Deep-learning: 

Two distinct methods exist: (i) single stage detectors and 

(ii) two stage detectors. 

Contrasted with one stage detectors, two stage detectors 

are more precise but one stage detectors are quicker. The two 

step detectors include the Fast R-CNN, RCNN (Region 

Convolutional Neural Network), Granulated CNN, Mask 

R-CNN, Faster R-CNN, and Granulated RCNN. The single 

stage devices are the YOLO series, M2Det and SSD. Fig 5 

displays the single stage and two stage methods based on 

deep learning techniques. 

 
Figure 5. Various Single and Two stages methods 

Object Tracking based on Deep-learning: 

One of the oldest and most commonly used object 

monitoring frameworks and algorithms is Deep SORT. 

Bewley et al. [22] suggested a method using Simple Online 

Real-Time Tracking, (SORT). By assigning a distinctive id to 

each bounding rectangle, SORT keeps account of each 

discovery. When an object disappears because of obstruction, 

misidentification, or other reasons, the tracker gives a new id 

and starts following newly found objects. 

   The technique for tracking various objects with a 

human-centred emphasis was suggested by Fan et al. in [23]. 

In order to gather geographic and temporal data, neural 

networks also known as Convolutional neural networks are 

used during the offline training procedure. Some of top 

studies on deep learning-powered recognition and tracking of 

objects are discussed in [24]. 
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In order to track objects that move in surveillance footage, 

the GCNN technique known as Growing Competitive Neural 

Network created by Lobito et al. [25] was derived. This 

technique was basically derived from the traditional 

Competitive Neural Network viewpoint. In [26], the author 

suggested using the K mean algorithm for object 

identification and tracking. He applied the "good feature to 

track" technique to retrieve the characteristic data from each 

and every frame. 

Table 1: Some of the Object Tracking approaches 

Methods Algorithm Accuracy 
Computational 

Time 
Comments 

Mean Shift Method 
Optimal gradient 

decline 
Low Moderate 

Having less calculations, so used in real 

time scenarios. (Tao Zhang et al., 2010) 

Template selection 

strategy (Reinforcement 

Learning) 

Novel tracking 

algorithm 

Moderate 

to High 
Moderate 

Policy network that is capable of selecting 

the proper template from a template 

collection to monitor any frame 

(Janghoon Choi et al., 2018) 

Particle Filter 
Recursive Bayes 

filtering 

Low to 

High 
High 

For complex background and occultation 

provides the better results (Hu et al., 2004) 

Classical competitive 

neural network 

approach 

Growing 

competitive neural 

network (GCNN) 

Moderate Moderate 
Used for moving objects in video 

surveillance (Lobito et al., 2009) 

Kalman Filter 

Faster-RCNN 

Detector and KCF 

Tracker 

Moderate High 

To identify pedestrian items, obtain their 

dimensions and scale from tracker outputs, 

suitable for multiple moving objects. (Fan 

Bu et al., 2016) 

Shape matching Hough Transform High High 

Performance can be improved and less 

affected towards variance of glance 

(Karasulu, 2010) 

III. METHODOLOGY 

   In software for computer vision Detecting objects and 

monitoring them go hand in hand. The procedure of finding a 

particular case of interest within a group of suspect frames is 

known as object detection. The process of figuring out an 

object's route or course across several frames is known as 

object tracking. Fig 6 below displays the structure for basic 

object recognition and tracking. The dataset is split into two 

parts in order to identify the items in the picture. 20% of the 

pictures are used for assessment, and the remaining 80% are 

used for training. In order to identify objects within an image, 

deep learning methods are used. The item has a bounding 

frame drawn around it. The neural network is given the 

identified bounding area as a reference to help them follow. 

Bounding box is tracked using object tracking across 

numerous frames. 

 

 
Figure 6. Object Detection & Tracking based on Deep 

Networks 

IV. RESULT 

This part includes a summary of popular detectors, 

sensors, and their combinations that have been written about 

by various writers. Weng et al. [27] used an organically 
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formed method to improve tracking accuracy for real-world 

items. However, it needs to be faster and more accurate by 

switching out the SURF algorithm for another highly 

effective method. A method for face recognition was devised 

by Sarkar et al. [28] using the abundance of color 

information. The model has the capability to identify features 

in surveillance video clips or low-resolution pictures. The 

suggested model also recognizes how the faces are aligned in 

the pictures. 

By merging frame difference and non-parametric methods, 

Zhang et al. [29] created an innovative algorithm for 

enhancing video analysis traceability. To guarantee the safety 

of food and goods connected to agriculture, this research 

must improve the traceability system's capabilities and 

provide a visual supply chain for the general public. With a 

point level assessment range of 30-100 meters, Tianya Zhang 

et al.'s [30] suggested technique for LiDAR tracking & 

detection has total counting recall of 70.08%, precision of 

97.69%, and accuracy of 94.74%. With six film segments, 

Akansha Bathija et al. [31] used the SORT tracker and 

YOLO detector, yielding recall of 94.4%, precision of 95%, 

and accuracy of 85%. Using the MOT2015 dataset, Sankar K. 

Pal et al. [32] did research on multi-object identification and 

tracking and found that the combo of Deep SORT & Faster 

R-CNN is better to supplementary tracking evaluation 

measures. This shows that the deep learning-based 

algorithms are more appropriate to use in object tracking as 

compared to the image processing because it gives the more 

accuracy in different situations. 

V. CONCLUSION 

A short analysis of object detection and tracking methods 

based on deep learning and image processing is included in 

this piece of writing. Mainly illustrated the fundamental 

object recognition and tracking procedure while primarily 

concentrating on single stage & two stage object detectors. 

When object recognition and monitoring are combined, some 

important conclusions are drawn. By utilising Deep SORT 

tracking and two stage detectors, it is possible to more 

precisely extrapolate the features of the items from the 

findings provided by different writers. A number of writers 

used various datasets, including INRIA Person, MOT2015, 

the KITTI 3D object recognition benchmark data set, and the 

COCO Dataset, to demonstrate how well the network 

performed when compared to cutting-edge techniques. 

Because of the ongoing updating of powerful processing 

hardware, deep learning-based object recognition and 

tracking is rapidly flourishing. Deep learning networks 

consist of numerous levels and extract multiple 

characteristics of the object in each layer, allowing them to 

follow objects with greater precision than shallow networks 

due to their higher model complexity and number of layers. 

Deep learning may not always be the best option, but by 

understanding the benefits and drawbacks of each approach, 

one can determine which approach will be most effective for 

fixing problems. Since object detection comes before object 

tracking, object detection accuracy over the video frame is an 

extremely crucial element in tracking accuracy. 
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