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Abstract— Breast cancer is one of the most fatal cancers for women. Because of its high mortality rate, it is becoming a necessity for 

the researchers to come up with models for precise detection of disease and subsequent treatments. By doing this, the researchers will 

not only promote the new technology but also contribute to the mankind. We are also trying to do the same. This paper proposes the 

semantic image segmentation of breast tumour using ResUNet model. The proposed model attained a high accuracy of 0.9871 on our 

training dataset. The complete empirical analysis along with the exhaustive literature review is presented in the paper. 
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I. INTRODUCTION 

Worldwide cancer ranks foremost reason for death before 

the age of 70 years across 91 out of 172 nations. As stated in 

the GLOBOCAN report of 2018, 9.6 million deaths were 

documented and 18.1 million new cancer patients were 

reported globally. The 2018 report on medical certification 

reveals cancer as the fifth prominent reason of death by 

estimating 5.7% of all deaths in India [1]. In India, 

GLOBOCAN data 2020, breast cancer accounted for 13.5% 

of all cancer cases and an estimated 10.6% of all deaths with 

a cumulative risk of 2.81% [2]. There is a rapid upsurge in 

breast cancer cases both in rural and urban areas. Survival 

rates of cancer patients decline with the higher stages of 

cancer growth. In India, stage 3 and stage 4 breast cancer 

affects more than 50% of female patients. According to 

statistics, Indian women had a 60% post-breast cancer 

survival rate compared to an 80% rate in the USA. The 

younger age group is reported to have a higher incidence of 

breast cancer. Moderately 50% of all cases are in the 25-50 

demographic range. The above-cited concern depicts the lack 

of awareness among the masses which led to delays in 

diagnosis and higher mortality rates. Another prominent 

reason for the low breast cancer survival rate is low-grade 

early screening and diagnosis rates. The efficiency of 

screening programs relies on considerable elements and one 

of them is a fitting instrument for diagnosis to accurate 

execution. That can be accomplished by the application of 

data science methods in image processing as image 

segmentation. 

II. LITERATURE REVIEW 

One of the utmost perplexing problems in medical image 

analysis is distinguishing the pixels of organs or lesions from 

background medical pictures like CT, MRI, or Ultrasound 

Images in order to provide essential information on the shapes 

and volumes of these organs. Hesamian et al. [3] proposed 

models that have been examined over the years that presented 

diverse automated segmentation systems by applying 

available technologies. The exemplified approach encloses 

Convolution Neural Network (CNN), 2D CNN, 2.5 CNN, 3D 

CNN, Fully Convolution Neural Network (FCN), Cascaded 

FCN (CFCN), FCN for multi-organ segmentation, Multi-

stream FCN, U-Net, V-Net, Convolutional Residual 

Networks (CRNs), Recurrent Neural Networks (RNNs) that 

have utilised deep-learning techniques for medical image 

segmentation. Deeper networks are proven to have adequate 

performance regardless there are some challenges in 

conditioning deep models like overfitting, training time, 

gradient vanishing, and 3D challenges. 

For the categorization of breast ultrasound images, Inan et 

al. [4] constructed an end-to-end integrated pipeline and 

evaluated image pre-processing techniques including K 

Means++ and SLIC, furthermore four transfer learning 

models such as VGG16, VGG19, DenseNet121, and 

ResNet50. The combination of SLIC, U-NET, and VGG16 

exceeded all other incorporated sequences by a Dice-

coefficient score of 63.4% in the segmentation step and 

precision and the F1-Score (Benign tumour) of 73.72% and 

78.92% in the classification stage. The proposed automated 

pipeline can be successfully implemented to aid medical 

practitioners make precise and prompt diagnosis of breast 

cancer. 

Tarighat[5] presented breast tumour segmentation 

employing a DCNN by U-Net. This postulated U-Net model 

contains an asymmetric expansion path for precise 

localization and a contractile path to capture the background, 

yielding an IOU of 68% and an all-around accuracy of 91%. 

Aimed at the objective of segmenting breast mass in full-

extent mammograms, Zaho et al. [6] presented an unexplored 

adaptive channel and multiscale spatial context network. The 

two open datasets, CBIS-DDSM and INbreast, a ResNet 
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model and a detailed ACMSC component are incorporated 

and tested. The network can understand different feature 

maps because of the ACMSC module's multilevel 

embedding, which yields 84.11% INbreast and 82.1% CBIS-

DDSM of dice coefficients correspondingly. 

Anand et al. [7] suggested a ResUNet model for breast 

tumour segmentation. The suggested framework includes the 

residual network technique that improves performance and 

exhibits an enhanced training procedure and implementation 

of ResUNet, which was examined with conventional U-Net, 

FCN8, and FCN32. On the MRI dataset, the suggested 

model's overall accuracy was 85.32%, with a dice coefficient 

of 73.22%. 

A two-stage approach suggested by Wu et al. [8] uses 

contrast images for the segmentation of breast tumour, 

constructs the breast ROI, and then directs an attention 

network to differentiate between carcinogenic regions and 

healthy breast tissue. The suggested model delivers a 

compelling cancer segmentation resolution for breast analysis 

operating DCE-MRI, resulting in a 91.11% Dice coefficient 

for breast tumour segmentation. 

As a means to solve the sparse data reconstruction 

problem, Zhang et al. [9] introduced a unique DL-MITAT 

way and used it to identify breast cancer. The system used is 

the domain transform network termed FPNet + ResUNet. To 

evaluate the efficacy of the DL-MITAT strategy, ex-vivo and 

simulation tests using breast phantoms were performed. 

Generated images give in-depth explanations on the capacity 

and limitations of the suggested method and are of preferable 

quality and contain fewer artifacts than those produced by a 

traditional imaging method. 

In order to accurately segment mass lesions in 

mammogram images, Abdelhafiz et al. [10] suggested a 

residual attention U-Net model, succeeded by a ResNet 

classifier to categorise the identified binary segmented 

lesions either benign or malignant. To retain the more 

dimensions and contextual data, which helps the network to 

tackle gradient disappearing challenge and have a multi-

layered structure, residual attention modules were introduced 

to the U-Net model. 

III. METHODOLOGY 

Flowchart of the proposed methodology is shown in Fig.1. 

A. Dataset Description 

The dataset, which analyses ultrasound scan images of 

breast cancer, was obtained from Kaggle [11]. Breast 

ultrasound images taken among women between the ages of 

25 and 75 are part of the preliminary information. In total, 

there are 600 female patients. The collection consists of 780 

photos, each measuring 562 by 471 on average. The images 

are PNG files. In addition to the original images, ground truth 

images are also displayed. Three categories - benign, 

malignant and normal, are further used to group the images. 

 
Fig. 1: Flowchart of the proposed methodology 

B. Image pre-processing 

Since every image in the dataset has a different shape, there 

is a possibility of occurrence of an error when the images are 

run through the proposed framework. To address this issue, 

we converted all of the breast ultrasound images and mask 

images into (304 x 304) forms. The mask images were 

converted from RGB format into grayscale to save time. In 

Fig. 2 and Fig. 3, we can see a set of original and modified 

images respectively. 
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Fig. 2: Original (a) Breast Ultrasound image of size (562 x 

471 x 3) and (b) Masked image of size (562 x 471 x 3) 

 
Fig. 3: Modified (a) Annotated Breast Ultrasound image 

size (304x304x3) and (b) Masked image of size 

(304x304x1) 

C. Data Augmentation 

One of the most efficient ways for increasing the amount 

of dataset is to use the image augmentation technique, which 

is a method of altering the original images through the 

application of several transformations, along with the 

generation of numerous altered versions of the same original 

image. For the purpose of preventing our proposed method 

from resulting in a fragile solution that will fail because it was 

trained only on a small image dataset, augmentation is 

performed on the dataset so that every single new batch that 

is passed over to the proposed method observes a slight 

variation in the dataset each time. Even though the data will 

change constantly, as a result, this will allow the proposed 

method to be able to generalise solutions and unseen data 

effectively. For performing image augmentation, 

KerasImageDataGenerator class has been applied. The input 

of the original image data is obtained using the 

KerasImageDataGenerator, which transforms the input data 

randomly, and produces a result that solely comprises the 

newly altered data. With the ImageDataGenerator, two 

distinct functions were defined: one for the original images 

and the another one for masked images. For the purpose of 

increasing the generalisation of the model entirely, data 

augmentation is carried out using the Keras picture data 

generator class. Through the image data generator, the data 

augmentation operations involving rotations, translations, 

shear in, scale adjustments, and horizontal flips, were 

performed randomly.[12] 

D. Proposed ResUNet approach for Semantic Segmentation 

In this study, we propose the Deep Residual U-Net 

(ResUNet) [13] for semantic segmentation of breast 

ultrasound images. In view of the advantages of the U-Net 

[14] architecture and Deep Residual Learning, we have 

proposed the ResUNet architecture. The architecture of 

ResUNet combines ResNet [15] architecture’s residual block 

with the U-Net architecture.The residual block, pooling layer, 

and convolutional layer have all been adjusted. The residual 

block is included after an up-sampling layer to handle the 

segmentation of intricate structures and two convolutional 

layers to regenerate the feature space, prior to fusing the down 

sampling layer's feature map. The residual block improves 

the learning effectiveness and even reduces disappearing 

gradient problems when introduced to the U-Net architecture. 

It has two distinct branches, namely the trunk branch and the 

mask branch. The trunk branch comprises the convolution 

layers, Batch Normalisation processes (BNs), and Rectified 

Linear units (ReLus). In the absence of the skip association, 

the residual block is useless. The skip connection and residual 

block are depicted in Fig.4. Within the mask branch, in order 

to establish identity mapping, the input and output are 

connected using the skip connection. 

If 𝑥 denotes the input, a complex mapping function is 

denoted by 𝐻(𝑥) between the input images and the output 

feature maps, and 𝐹(𝑥)  denotes the residual training 

function; we get 

𝐹(𝑥) ≔ 𝐻(𝑥) − 𝑥                                                              (1) 

which implies 𝐻(𝑥) ≔ 𝐹(𝑥) + 𝑥                                        (2) 

The residual block is formed by stacking the residual units 

in a sequential form, with the output of 𝑖𝑡ℎ  layer 𝑦𝑖 of the 

residual unit [16] being defined as: 

𝑦𝑖 = ℎ(𝑥𝑖 ) + 𝐹(𝑥𝑖 , 𝑊𝑖)𝑥𝑖+1 = 𝑓(𝑦𝑖)                                 (3) 

Where 𝑓 denotes the activation function, 𝑊𝑖 indicates the 

weight of the network that needs to be learned. If all the 

continuous layers are considered, 𝑓 corresponds to identity 

mapping, where, 𝑥𝑖+1 ≡ 𝑦𝑖, then we have 

𝑥𝐼 = 𝑥𝑖 + ∑ 𝐹(𝑥𝑖 , 𝑊𝑖)
𝐼−1
𝑖=1                                                     (4) 

Using the back propagation rule, the gradient of (4) can be 

calculated: 

𝜕∈

𝜕𝑥𝑖
=

𝜕∈

𝜕𝑥𝐼

𝜕𝑥𝐼

𝜕𝑥𝑖
=

𝜕∈

𝜕𝑥𝐼
(1 +

𝜕

𝜕𝑥𝐼
∑ 𝐹(𝑥𝑗 , 𝑊𝑗)𝐼−1

𝑗=𝑖 )         (5) 

 
Fig. 4: Skip connection and residual block 
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The gradient 
𝜕∈

𝜕𝑥𝑖
 will never be zero if the term 

𝜕

𝜕𝑥𝐼
∑ 𝐹(𝑥𝑗 , 𝑊𝑗)𝐼−1

𝑗=𝑖  is not −1, which in practical terms, cannot 

always be -1 for every sample in a small batch. This makes 

sure that while the network is being trained; the gradient 

always runs smoothly and disappears less frequently. 

In the residual block, the tensor size undergoes no change. 

To ensure computational performance, the ResUNet has a 

consistent number of convolutional layers throughout all the 

residual blocks. 

For this study, the feature map before and after the 

convolution are combined, in order to effectively combine the 

overall image features with its intrinsic features. The output 

of convolution utilizes the feature maps from the two 

components of concatenate after the feature maps have been 

combined. Convolutions are used in this procedure to obtain 

high dimensional features while preserving the initial 

dimensional features, hence, effectively fusing features at 

various scales and confirming accurate segmentation. 

The dimensions of the feature map and the amount of 

convolution filters are increased by a factor of two each time 

the feature map is applied to a residual unit. For confirming 

that forward processing is generated on the same gradient as 

the maximum, the data are batch normalised at every residual 

unit. The proportion of sample data utilised in the backward 

computation will also be similar to that of the forward 

computation. This produces a uniform distribution, enables 

significant adjustments in weight, and prevents the issue of 

disappearing and exploding gradients during training. 

E. Model Architecture and Training 

Fig. 5 illustrates the entire system architecture of the 

proposed ResUNet model. Each convolutional block 

throughout the network's encoding unit is made up of 

Recurrent Convolutional Layers (RCLs), to which 3 x 3 

convolutional filters are incorporated. These are accompanied 

by batch normalisation layers, which are preceded by ReLU 

activation layers. With the support of the activation layer 

ReLu, the sparse model is able to more effectively extract 

pertinent features and fit the data for training to enhance the 

convergence of network. A 1 x 1 convolutional layer is 

applied in between each of the convolutional blocks for 

downsampling, followed by a 2 x 2 Max Pooling layer.Each 

convolutional block in the decoding unit is composed of three 

types of layers in total, consisting of a concatenation layer, a 

convolutional transpose layer and two convolutional layers. 

Then, using 1 x 1 convolutional filters and a sigmoid 

activation function, the features are projected to the feature 

map for output. The parameter threshold (T) is empirically 

adjusted at 0.5 to form the segmented region. The training 

involves the validation of 10% of the sample data. We keep 

track of the losses during evaluation and set the patience as 

10. The batch size is specified as 6, owing to the physical 

memory limitations of the GPU. The Adam optimizer [17] is 

for training the model and the learning rate is set as 1 x 104. 

 
Fig. 5: ResUNet Architecture 

F. Evaluation Metrics 

A variety of metrics are taken into consideration for 

conducting the quantitative analysis of the experiment, 

including Binary Cross Entropy Loss (log loss), accuracy 

(AC), dice coefficient (DC), specificity (SP) and sensitivity 

(SE), Area Under the Curve (AUC) and Receiver Operating 

Characteristics (ROC) curve. Semantic segmentation aims to 

predict whether pixels in an image belong to an object or not. 

As a result, this problem can also be described as a pixel-by-

pixel binary classifier problem. Therefore, for both training 

and validation, the loss function based on Binary Cross 

Entropy is used. If the prediction of model for an input image, 

is taken as z and its ground truth is 𝑦, then the Binary Cross 

Entropy or log loss J for a batch of n images is as follows: 
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𝐽 =
1

𝑛
∑ −(𝑦𝑖 log 𝑧𝑖 + (1 − 𝑦𝑖) log(1 − 𝑧𝑖))𝑛

𝑖=1      (6) 

The accuracy and sensitivity are calculated using (7) and 

(8) respectively. 

𝐴𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                 (7) 

𝑆𝐸=
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                             (8) 

Moreover, specificity can be calculated using (9). 

𝑆𝑃 = 
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                          (9) 

Where TP indicates True Positive, TN refers to True 

Negative; FP and FN refer to False Positive and False 

Negative respectively. 

According to [18], DC is stated in (10). The terms "ground 

truth" (GT) and "segmentation result" (SR) are used here. 

𝐷𝐶= 2|𝐺𝑇 ∩ 𝑆𝑅||𝐺𝑇| + |𝑆𝑅|                             (10) 

IV. RESULTS ADND DISCUSSION 

Table I shows the experiment results for both U-Net and 

the proposed ResUNet. The proposed ResUNet model 

observes an accuracy of 0.9871, which exhibits an 

improvement over the accuracy of U-Net, which is 0.9703, 

by 1.73%. Similarly, the values observed for sensitivity and 

specificity by ResUNet are higher than that of U-Net. 

ResUNet observes a much higher AUC, which is 0.9688, 

50.41% higher than that of U-Net. In addition, for ResUNet, 

the average DC calculated in the validation phase is 0.4352, 

which is significantly better in comparison with U-Net. The 

log loss obtained for ResUNet is considerably less than that 

for U-Net. 

For qualitative analysis, the overall segmentation results 

obtained by U-Net and the proposed ResUNet are shown in 

Fig. 6 and Fig. 7 respectively. The input images are displayed 

in the first column, the ground truth in the second, the 

predicted outcome in the third, and the predicted binary 

outcome in the fourth. In most of the segmentation results 

generated by ResUNet, with nearly the same shape as the 

ground truth, the targeted lesions are satisfactorily 

segmented. 

 

TABLE I: Experimental results of U-Net and ResUNet for 

Breast Ultrasound Images Semantic Segmentation 

Metrics 
Model 

U-Net ResUNet 

Log loss 0.4351 0.0350 

AC 0.9703 0.9871 

AUC 0.6441 0.9688 

SE 0.6863 0.9763 

SP 0.6444 0.9999 

DC 0.0494 0.4352 

 

 

 

 

 
Fig. 6: Input Image, Ground Truth, Image Predicted, and 

Image Predicted Binary of the U-Net model 

 

 

 

 
Fig. 7: Input Image, Ground Truth, Image Predicted, and 

Image Predicted Binary of the proposed ResUNet model for 

the same set of input images as in Fig. 6 

Obviously, U-Net roughly distinguishes the lesions, but 

because of its complex structure, it is unable to accurately 

identify solely the targeted region. For instance, U-Net can 

easily misinterpret some lymph nodes and the surrounding 

tissue for lesions. The proposed ResUNet is able to 

comprehend the images from a variety of perspectives and 

offers better segmentation accuracy than the traditional U-

Net, due to its powerful feature extraction capability. 

Fig. 8 shows the plot of log loss, accuracy, dice coefficient 

and ROC curve during training and validation when using the 

dataset with ResUNet. Fig. 9(a) and Fig. 9(b) show that the 

proposed ResUNet model provides lesser loss and better 

accuracy respectively, in comparison with U-Net for both the 
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training and validation phases. Fig. 9(c) shows the 

remarkable improvement of ResUNet for the values of DC 

over U-Net. The ROC with AUCs for U-Net and the proposed 

ResUNet are shown Fig. 9(d). In comparison with U-Net, the 

proposed ResUNet achieves a higher AUC. This eloquently 

underlines the reliability of the proposed ResUNet model in 

the overall image based semantic segmentation problems. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig 8: Plot of (a) loss, (b) accuracy, (c) dice coefficient and 

(d) ROC curve during training and validation when using 

the dataset with ResUNet 

 

 
(a) 

 

 
(b) 

 

 
(c) 
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(d) 

Fig. 9: Plot of (a) loss, (b) accuracy, (c) dice coefficient and 

(d) ROC curve during training and validation when using 

the dataset with ResUNet and U-Net. 

V. CONCLUSION 

In this modern era, people are prone to radioactive waves 

and avoid the consumption of healthy food, so the chances of 

developing a cancer are increasing 

exponentially.Severalprograms are being conducted to 

provide awareness about breast cancer and its symptoms, 

prevention, and therapies. One should maintain vigilance for 

the detection of breast cancer and consult their doctor if they 

notice any changes in their breasts, such as a new lump or 

skin changes. People can take certain measures to prevent this 

disease, such as limiting their alcohol consumption, 

maintaining a healthy weight and exercising regularly. 

Breasts hold an important role in a woman’s life. In some 

cases, during the treatment, they are advised to remove them, 

which affects their physical as well as mental health. So 

earlier stage precise detection is essential as the treatment 

process becomes much easier and the chances of survival also 

increase. In this case, accuracy is crucial because many cases 

go undetected. Therefore, in this paper we have proposed the 

ResUNet model which provides an accuracy of 0.9871 which 

is more than the accuracy of U-Net and similarly improves all 

other aspects in comparison with U-Net. 
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